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Abstract

While ubiquitous IP telephony has become a feasible
Internet service, it is expected to meet the quality standards
for traditional telephone services. This paper presents a
distributed voice-over-IP (VoIP) conferencing system called
Venus that is implemented as a composable application-
level service overlay network. Compared to the traditional
centralized approach, Venus achieves better scalability and
resource utilization by efficiently aggregating resources
across distributed voice mixers. Moreover, Venus provides
multi-constrained quality-of-service (QoS) provisioning by
establishing each conferencing session based on multiple
QoS constraints (e.g., delay, loss rate) and resource require-
ments (e.g., bandwidth, audio channels). Venus provides
failure resilient VoIP conferencing service by leveraging
the fast failure recovery capability of the application-level
service overlay network. Large-scale simulation results
illustrate the efficiency of the Venus system.

1 Introduction

Internet has evolved into an indispensable service deliv-
ery infrastructure instead of merely providing host connec-
tivity. IP telephony is a promising Internet service, partic-
ularly because of the significant revenue it can generate. A
simple VoIP system includes two participants, where the
original voice signal is periodically sampled, encoded into
a bit stream, and sent over the Internet to the receiving end.
In this paper, we consider an advanced VoIP service: a
multi-party (or multipoint) conference service, which could
include three or more participates.

The common design of a multi-party VoIP conferencing
system relies on the use of a centralized multipoint control
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unit (MCU), which is responsible for aggregating the voices
of all conference participants. However, the centralized
approach suffers from the problems of: (1) scalability,
where a single MCU can be short of resources (e.g., au-
dio channels, network bandwidth) for a large conference
including hundreds of participants or many concurrent
conferencing sessions, (2) poor reliability due to the single
point of failure, and (3) degraded quality-of-service (QoS)
when most conference members are far away from the
centralized MCU. Another alternative VoIP conferencing
system design is to employ either IP-layer or application-
layer multicast [1]. Although the multicast approach can
theoretically save network bandwidth, the construction and
maintenance of multiple conference trees are often too
complicated for practical use, especially when we consider
multi-constrained QoS requirements1.

Hence, we propose a novel overlay based VoIP con-
ferencing system calledVenus. Distributed Venus nodes
are interconnected into an application-level service overlay
network for resource aggregation and failure resilience.
Each Venus node provides both voice mixing service and
application-level data routing. Given a conferencing re-
quest, the system dynamically composes amixing service
pathconsisting of a number of selected Venus nodes, based
on the number and locations of conference participants, and
the users’ multi-constrained QoS requirements. Large-scale
simulation results illustrate that Venus outperforms the
centralized approach under different workload conditions.
Venus also demonstrates better scaling property while we
increase the number of networked voice mixers.

The rest of the paper is organized as follows. Section
2 introduces the Venus system model. Section 3 describes
the mixing service path construction and maintenance al-
gorithms. Section 4 presents the performance evaluation.
Finally, the paper concludes in Section 5.

1Previous assessment study [4] has indicated that both delay and packet
loss rate greatly affect the user perceived quality of the VoIP service.
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Figure 1. A mixing service overlay network.

2 VoIP Conferencing System Model

We now introduce the Venus system model that consists
of (1) mixing service overlay network, (2) mixing service
component, (3) mixing service path, and (4) conferencing
service model.

Mixing service overlay network. The mixing service
overlay network (MSON) forms the Venus system’s com-
munication substrate, illustrated by Figure 1. Each overlay
node calledmixer can provide voice mixing as well as
application-level data routing. For example, in Figure 1,
mixersv2 andv5 provide voice mixing whilev4 provides
application-level relaying betweenv2 and v5. A mixer
can be a third-party node, which provides a service level
agreement (SLA) specifying the mixing services’ resource
capacity (e.g., audio channels) and QoS properties (e.g.,
service time). For QoS management, we introduceportals
deployed at edge networks, andservice monitorsco-located
with the mixers. The portals, such asP1 andP2 in Figure
1, are the service access points for the conferencing clients,
which collectively define the QoS assurance boundary of
the Venus system. Service monitors measure thelocal
resource and QoS states and report the state information to
all portals. Thus, each portal can construct a global view of
the MSON in terms of resource and QoS states.

Mixing service component.Each mixing service com-
ponent takesk input voice signals and generatesk different
aggregated signals, which is illustrated by Figure 2 (a). For
example, if the mixing service component has three inputs
c1, c2, and c3, then it generates three outputsc2 + c3,
c1 + c3, andc1 + c2, which are sent back toc1, c2, andc3,
respectively. Each mixer can instantiate multiple mixing
service components under the constraint of its resource
capacity. For example, if the mixer has 20 channels and
each mixing service component needs 5 channels, then it
can instantiate at most 4 mixing service components.

Mixing service path. We can compose a set of mixing
service components into a mixing service path2, which is

2We are aware that mixing service components can be composed into
other topologies such as trees, which however requires more complicated
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Figure 2. Mixing service component and mix-
ing service path.

illustrated by Figure 2 (b). Although the mixing service
components on the mixing service path provide the same
functionality, they are different in terms of the voice con-
tent. For example, in Figure 2 (b),M1, M2, andM3 have
the mixed voice ofc1+c2, c3+c4, andc5+c6, respectively.
To allow each participant to hear the speeches of all other
members, we must further compose the three mixing ser-
vice components. We can prove that each client connected
to the mixing service path receives a mixed voices of all
other conference members by using the induction proof on
the length of the path. Due to the space limitation, we omit
the proof details here.

Conferencing service model. Each participant in a
conferencing session is notified in advance with a unique
conference identifier. For simplicity, we assume that all
conference members of a specific conference session con-
tact the Venus system at the same time via the portals using
the conference identifier. We define thesource portalas
the portal to which the conference initiator is connected,
which is responsible for composing the best mixing service
path used by the conference session. The QoS metric of
the conference session is defined based upon the quality
measures of the mixing service path between two end
portals (e.g.,P1 andP3 in Figure 2 (b)). The rationale of
the definition is that the portal-to-portal QoS is within the
controllable range of the Venus system, which essentially
decides the QoS perceived by conference clients. The
mixing service path will be torn down at the end of the
conferencing session.

3 VoIP Conferencing System Design

In this section, we present the design details of the Venus
system. We first describe the QoS-aware mixing service
path composition followed by the runtime mixing service
path maintenance.

construction and maintenance algorithms as well as extra resources for
multi-level mixing. Thus, we only consider the case of composing mixing
service path in this paper.
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Figure 3. Illustration of mixing service path
composition.

3.1 Mixing Service Path Composition

Each Venus client participates in a VoIP conference
session through a Venus portal. For example, in Figure 3,
clients c1 and c2 connect to the portalP1; clients c3 and
c4 connect to the portalP2; and clientsc5 andc6 connect
to the portalP3. Then, each portalPi selects a number of
candidate mixers for mixing voices of each client group.
The candidate mixers can be selected based on a combined
distance metric considering available audio channels of the
mixers, network delay and loss rate from the portal to the
candidate mixers. The number of candidate mixers is a
configurable system parameter. For example, in Figure 3,
we select three candidate mixers for each client group. Our
simulation study indicates that a small number of candidate
mixers (i.e., 10 mixers) can suffice the QoS provisioning
goal.

Next, we need to select among candidate mixers and
compose them into a mixing service path that can mix the
voices of all conference participants. We formulate the
problem of mixing service path composition as a multi-
constrained optimal path finding problem, namely finding
the best mixing service path that achieves optimal load
balancing subject to the multi-constrained QoS require-
ments (e.g., delay and loss rate). In [2], we have proven
that the above problem is NP-complete and provided a
modified Dijkstra algorithm for the problem, which can
achieve near-optimal performance. The key idea is to
introduce an adaptive aggregated cost metric that considers
multiple factors including multiple QoS metrics and load
balancing objective. To satisfy multiple QoS constraints,
we modify the Dijkstra algorithm by adaptively adjusting
the importance weights of different factors in the aggregated
cost metric based on their constraint pressures. More details
of the algorithm can be found in [2].

An interesting property of composing a mixing service
path is that the mixing service path can be any permutation
of the selected mixing service components. For example,
in Figure 3, the final mixing service path can be either

M12 ↔ M22 ↔ M31 or M12 ↔ M31 ↔ M22. Thus,
we consider all permutations of the mixing service path
to further improve the QoS provisioning of the composed
conferencing service. We formalize the above problem into
a travelling salesman problem (TSP), which is to find a
cheapest way of starting from the source portal, visiting
all the selected mixers and returning to the source portal3.
Since the TSP is also NP-complete, Venus uses a heuristic
algorithm for finding the best mixing service path from all
permutations.

After deciding the mixing service path, Venus instan-
tiates a voice mixing service component for each client
group on the selected mixer. Then, Venus sets up the
conferencing session and notifies all conference members
that the conferencing service is ready for use.

3.2 Mixing Service Path Maintenance

During runtime, the conferencing service can experience
significant QoS violations or service outages due to the
failures of IP-layer network links or mixers. To achieve
robust VoIP conferencing service, Venus provides runtime
failure detection and recovery mechanisms to maintain the
availability and QoS of all active conferencing session. The
source portal of a VoIP conferencing session is responsible
for monitoring and maintaining the liveness and QoS of the
mixing service path for each conferencing session. The
failure recovery is performed at multiple layers. First,
Venus relies on the overlay data routing to recover the
service outage or performance failures of IP-layer network
links [3]. For example, in Figure 3, if the overlay path from
M12 to M22 is broken, the overlay data routing layer will
dynamically find an alternative overlay path fromM12 to
M22. However, overlay data re-routing cannot recover the
failures of the mixers on the mixing service path (e.g.,M12

becomes unavailable). Under that circumstance, the source
portal dynamically re-composes a new mixing service path
to recover the failures. To achieve fast failure recovery, we
consider a localized path repair algorithm [2], which finds
a new qualified mixing service path that does not include
the broken mixers but has the largest overlap with the old
mixing service path (i.e. the largest number of common
mixers with the old mixing service path). For example, if
M12 in Figure 3 fails, then we can recover the conferencing
session by using an alternative suboptimal pathM11 ↔
M21 ↔ M32.

4 Performance Evaluation

We evaluate performance of Venus using large-scale
simulations. We first use a degree-based Internet topology

3The cost of the edge back to the source portal is set as 0 since it is not
included in the mixing service path.
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Figure 4. Session success rate comparison.
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Figure 5. Scaling property comparison.

generator Inet 3.0 [5] to generate a power-law random
graph topology with 3200 nodes to represent the IP-layer
network. We then randomly select a number of nodes as
Venus nodes and portals. The initial resource capacity and
average QoS values of each network link and mixer are
uniformly distributed. Each conferencing session lasts 5
to 30 time units. Each simulation runs 2000 time units.
During each time unit, certain number of VoIP conferencing
requests are randomly generated. Each VoIP conferencing
request includes 10 to 200 participants whose locations are
uniformly distributed.

We define the metricsession success ratefor perfor-
mance evaluation. A QoS-aware VoIP conferencing session
is provisioned successfully if and only if (1) the system has
enough resources for the conferencing session, and (2) the
average QoS values (i.e., delay, loss rate) measured over the
whole conferencing session satisfy the required QoS values.
For comparison, we also implement thecentralized-random
algorithm that randomly selects a mixer for each conference
session, andcentralized-optimalalgorithm that selects the
best single mixer for each conference session.

Figure 4 illustrates the average session success rate
achieved by the algorithm of the Venus system presented in
Section 3.1, centralized-optimal algorithm, and centralized-
random algorithm, under increasing workloads on an
MSON with 100 mixers. Each average success rate is
measured over all conferencing requests generated during
the 2000 time units simulation. We observe that Venus can
achieve much higher success rates than the other two al-
gorithms by efficiently aggregating resources of distributed
mixers and finding best mixing service path under delay and
loss rate constraints. Figure 5 shows the service success rate
comparison under the same request rate (10 requests per
time unit) on different MSONs with sizes 50, 100 and 150
nodes respectively. The results demonstrate that the Venus
system presents much better scaling property than the other
two approaches. The system performance increases almost
linearly as we increase the number of mixers.

5 Conclusion

In this paper, we have presented a novel QoS-aware
VoIP conferencing system calledVenususing a composable
application-level service overlay network. Venus achieves
better QoS provisioning and resource utilization than a
common VoIP conferencing system that uses a centralized
MCU for a multi-party conference session. Venus can be
easily deployed, which does not require any IP-layer or
application-layer multicast support. Large-scale simulation
results demonstrate the efficiency of the Venus system.
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