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Online storytelling is an essential channel for users to express their experiences and opinions and therefore
influence online society. Yet, despite its importance, approaches to story understanding on social media have
not advanced sufficiently. Specifically, current approaches can carry out high-level, aggregate analyses on a
corpus of stories but do not provide a way of understanding individual stories. We consider a major source
of social behavior, app reviews, which surprisingly are rarely studied in social media research. We observe
that app reviews often contain one or more stories. These stories exhibit complex structures and are often
presented via events that are not placed in their natural order.

Accordingly, we introduce Saga, an approach that carries out a deep analysis of the event-based structures
and substructures arising in app reviews. Saga’s main contribution is how it goes beyond the state of the art in
identifying fine-grained story (sub)structures. In addition, it supports querying stories (and their containing
app reviews) according to these (sub)structures. These specific (sub)structures help identify stories that serve
different information goals. Saga is evaluated both computationally on a publicly available data source and via
a human study validating the helpfulness in addressing various information goals.
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1 INTRODUCTION

Review writing is a widely occurring user behavior on online social networks and media platforms.
Providing feedback via online reviews is an important channel through which users of mobile apps
and products can affect the behaviors of app developers and product manufacturers, as well as
of other users. In the area of software engineering, app reviews have been frequently analyzed
for information that is helpful to app developers, such as bug reports and feature requests [26].
The computational social media community, e.g., Sun et al. [43], often focuses on the sentiments
online reviews express toward their target or self-descriptions of the reviewers. We have found
that online reviews contain a vast variety of stories about reviewers’ interactions with the apps or
products. These stories are rich in information and should be understood coherently instead of
being stripped into pieces of text based on their usefulness.
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0:2 Guo and Singh

From the perspective of software engineering, it may be pragmatic to focus on the translation
from user-generated text snippets into formatted requirements. Extensive research has been con-
ducted on data mining techniques for the extraction of useful information that supports software
engineering activities from app reviews, including user intentions, discussion topics, requests for
new features, and reports of bugs [8, 11, 26, 42, 47]. Such information can be directly mapped to
functional or nonfunctional requirements and usable by software developers. Although some review
writers are succinct when offering their opinions, reports, or requests, many others describe more
intricate interaction stories. In addition to software requirements, these stories provide affluent
information regarding user behaviors [16] and rationales [23], which are essential for user-centric
software development. Mining such information requires an understanding of the narratives and
the organization of different parts in user-written stories. In this study, we have found that stories
with specific structures are helpful toward different developers’ goals, such as understanding app
problems, user retention, and user expectations.

Researchers in social media recognize the importance of understanding stories or narratives.
However, one challenge in the fine-grained understanding of user-generated stories on online
social platforms at large is their complexity. Authors of such stories hold different underlying
psychosocial motivations and do not conform to fixed narratives. Broadly, a story is a description
of what transpired in some purportedly objective reality and a narrative is how a story is presented.
Previous work on narrative understanding in social media focuses on a general study of narratives
in aggregate. For example, Habib and Nithyanand [17] extract high-level themes from stories about
COVID. Xi and Singh [45] analyze narratives for how they position their protagonists (authors)
and antagonists. To that end, they employ several features for analysis, including their grammatical
structure and various semantic elements. In the same spirit, Giorgi et al. [14] capture event chains
based on groupings of verbs that arise in different positions in the stories across the corpus.

Our work emphasizes the structures of the discovered stories in the domain of app reviews. The
structure of a story captures the order in which events occur, which may differ from the narrative
(i.e., discourse) order. Analyzing story structures in online stories gives us a clearer understanding
of what types of stories transpired in user-product interactions. We target mobile app reviews in
this work, which are a rich source of interaction stories between a reviewer (as a user) and an app.
First, app reviews offer a large number of stories in a tractable setting for research, i.e., interaction
stories with an app. We can largely avoid the complexity of human-human interactions and the
associated psychosocial factors. Second, app reviews exhibit structurally diverse narratives, as each
reviewer is free to express their own experiences and opinions. Finally, understanding such stories
may help app developers improve their products.

We construe a story as a sequence of events in order of occurrence; here, each event may be of
a different type. Example 1 shows a review snippet for the Snapchat app! from Apple App Store,
which describes a story, consisting of several events, each marked with an underline with its type.

. Example 1 \
usernamel, 06/25/2014
Wifi?
I’m trying to sign up|xrention @nd on the part where you write your username, | press done after |
type itacrion @and it brings up a message saying to check my connectiongg,avior. ---I've checked my

connectiongeaction @and I've re-downloaded the appRreacrion- It won’t workgepavior!! Please fix it.

https://apps.apple.com/us/app/snapchat/id447188370
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We define a story structure as a sequential pattern of event types. The order in which the event
types occur is a strong indicator of the story’s narrative structure. We target five event types
that are relevant for app reviews, defined in Section 3.2. Under this framework, each story in an
app review can be represented by its structure. Example 1 exhibits a structure of (INTENTION —
AcTiON — BEHAVIOR — REACTION — BEHAVIOR) (IABRB). Additionally, we define a substruc-
ture as a sequential pattern that is part of a story structure, e.g., (INTENTION — ACTION) or
(BEHAVIOR — REACTION). A substructure can represent a sequence of events that constitute a
meaningful snippet of a story.

Therefore, we can focus research on coherent user stories, represented by their structures,
rather than discrete story elements. Stories with different structures may serve different goals for
the storytellers and can be useful to different app review analysts. Structures like (AcTioN —
BEHAVIOR) are indicative of failures [16]. Structures like (INTENTION — ACTION) may provide
insights into the reviewer’s mental model and expectations when using the app, as they describe
situations where user actions are triggered by their intentions. Structures (BEHAVIOR — REACTION)
may help indicate technology acceptance or rejection [12]. In fact, the structure of (INTENTION —
AcTION — BEHAVIOR — REACTION) is the basic form of user-app interactions and is instrumental
in studying the confluence of human and machine agency [34, 39]. Stories with certain structures
can be further analyzed for directions of app improvement or refined into software requirements.

We propose Saga, a framework for analyzing story structures that arise in app reviews and
retrieving stories of the specified structures. Saga includes three main steps. First, it leverages
NLP techniques to extract events from app reviews and classify their types. Second, Saga adopts
heuristics and trains classification models to learn the relations between events, and automatically
identify the sequential order of events in a story. Third, based on the extracted stories and their
structures, it enables the search of app reviews and user stories by their story structures. We
conduct frequent pattern mining to collect the most frequent story structures and substructures in
app reviews.

Grasping the structures of stories in app reviews is nontrivial. It is not uncommon for app reviews
to mix event descriptions with additional text that is not part of the stories, such as expressions
of emotion and call-outs to the developers. Moreover, some events may not contribute to the
understanding of user-app interaction, such as hypothetical events. Once we extract the events of
interest, combining them into stories may not be straightforward, as they may be out of order or
belong to different stories. For a systematic analysis of stories in app reviews, Saga addresses the
following research questions.

ROQextract How effectively can we extract events and determine their types in app reviews?

ROQyelate How effectively can we identify relations between events to sequence them into
stories?

ROQco11ect What kind of story structures and substructures are the most common in app reviews?

We address RQextract and RQ elate by reporting Saga’s accuracy in classifying event types and
identifying event relations. We address RQcol1ect by presenting the common story structures and
substructures that Saga mined from the user stories in app reviews. By discovering common story
structures and substructures in stories, Saga sheds new light on a little-studied type of social
media behavior. Additionally, we show the effectiveness of Saga from the perspective of software
development. We conduct a small-scale human study asking annotators to rate the helpfulness of the
stories of specific structures for understanding app problems, user retention, and user expectation.

Saga contributes to the literature of software engineering by enabling requirement elicitation
and user understanding from coherent user stories instead of fragmented text pieces. By identifying
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fine-grained story structures, Saga takes the first step toward the understanding of user behaviors
on online platforms through stories.

Organization. The rest of the paper is organized as follows. Section 2 describes the research work
on app review and event relations. Section 3 introduces the targeted data and our method in Saga.
Section 4 demonstrates the results of our method. Section 5 discusses the merits of Saga, as well as
limitations and potential future work to address them. Section 6 concludes this paper.

2 RELATED WORK

We now introduce related work on events, app reviews, and user-app interactions.

2.1 Event Relations

We target user stories described in app reviews. Unlike traditional stories, app reviews include
a large amount of text that is not part of a story, and may not describe events sequentially. To
combine related events into stories, we need to determine the relations between events, such as
their sequencing. We now introduce studies on event relations.

Earlier studies target temporal relations of events based on how they appear in text, using
heuristics or unsupervised methods. Mani et al. [27] use rules and axioms to infer temporal relations
between events. Mirroshandel and Ghassem-Sani [31] extract temporally related events from news
articles based on event features such as tense, polarity, and modality, as well as event-event features,
such as prepositional phrases. Ning et al. [33] build a probabilistic knowledge base by extracting
temporal relations from news articles. They argue that other types of extraction of temporal
relations can benefit from such prior knowledge about the temporal order events usually follow.

Causal relations between events can be inferred based on events’ temporal relations. Hu and
Walker [20] extract frequent event pairs from movie scripts and infer their causal potentials [1]
by comparing the frequencies of a pair and its reverse pair. Based on similar ideas, Hu et al. [19]
extract and infer fine-grained event pairs that are causally related from blogs and film descriptions.
Ning et al. [32] propose a framework that jointly reasons about and extracts temporal and causal
relations between annotated events from texts and improves the extraction of both relations.

Some studies seek to understand the relations between events at a deeper level and with reduced
reliance on context. Rashkin et al. [36] investigate the intents and reactions of a single event. They
provide Event2Mind, a dataset of 25,000 events along with commonsense intents and reactions,
built via crowdsourcing. ATOMIC [38] extends Event2Mind by incorporating more inferential
dimensions along which follow-up or preceding events can be inferred and includes commonsense
knowledge for 24,000 base events. Both studies propose models to infer events based on their
relations. BERT [7] is a popular transformer-based language model that provides a solution for
next sentence prediction (NSP): to predict whether a second sentence is the next sentence of the
first. Though BERT’s NSP model cannot be directly used to predict relations between events, it
shows that concatenation is a viable way of dealing with two input sentences. We borrow ideas
from the above studies and adopt both heuristics and classification models to determine the relation
between events.

2.2 App Review Analysis

Although app reviews may include valuable information for app developers, not all app reviews are
informative [11, 25]. Earlier studies targeted the identification and classification of useful reviews,
leveraging text classification techniques on entire reviews. Maalej and Nabil [26] introduce four
types of app reviews, i.e., bug reports, feature requests, user experiences, and text ratings, and
classify app reviews using NLP techniques. Ciurumelea et al. [4] define a taxonomy of specific
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categories regarding mobile apps, such as performance, resources, battery, and memory. Based
on this taxonomy, they leverage NLP techniques in an automatic method for organizing reviews.
Mcllroy et al. [29] identify the issues raised by a negative (one-star or two-star) review. Dabrowski
etal. [10] analyze users’ requests and sentiments on different features of an app. Garg et al. [13] comb
through app reviews with NLP techniques and search for reviews that expose app functionalities
that enable misuse. Such findings can facilitate automated misuse audits for apps. They have
identified numerous mobile apps on the Apple App Store that can be exploited by rogue users.

Identifying reviews that contain useful information saves time on manual filtering for developers,
but taking advantage of the large number of whole reviews remains cumbersome. Recent work
focuses on the extraction of useful information in a compact form. Di Sorbo et al. [9] introduce
a summarizer for user reviews that condenses the information residing in the large number of
reviews a popular app receives. Such a summarizer substantially reduces the analysis time for
developers. Jha and Mahmoud [21] automatically capture nonfunctional requirements (NFRs) in
categories such as performance and usability from app reviews. Truelove et al. [44] leverage topic
modeling to identify user issues, such as connectivity, timing, and updates, in reviews for Internet
of Things (IoT) based apps.

2.3 User-App Interaction

The interaction between humans and apps has gained increasing interest among researchers in both
software engineering and social studies. Researchers have started to look at user-app interactions
as a dynamic process, in which both humans and machinery influence each other and evolve
together. App reviews are very well situated in this process, and provide a rich source for the
studies of different aspects. Grace et al. [15] analyze the contextual details users provide in the
reviews of a personal safety app and suggest rationals for app updates with new features. Liu et al.
[24] introduce app reviews into goal-oriented requirements engineering and mine user sentiment
from reviews. They provide insights into optimizing the evaluation strategy of apps by evaluating
the level of goal achievement and the parts of the apps that need to be improved. They aim to help
the apps retain old users and attract new ones. Guo and Singh [16] extract user-action app-problem
event pairs from app reviews. They have found that one common theme in negative app reviews
is user actions triggering app problems. Guo and Singh collect mini-stories that are easy to read
and analyze for a developer who wishes to fix their app’s problems. However, their work misses
other types of stories and fails to provide insights into the understanding of users’ review writing
behaviors. Saga extends their work by considering more event types and story structures.

Research has been conducted on how apps influence human behaviors as well, as user-app
interactions are often of negotiated narrative structures. Siles et al. [39] investigate the process
of algorithm awareness, in which users become aware of an app’s algorithms. They analyze the
various reactions in response; users may try to train the app, manage their expectations, or show
forms of rejection to the app. Al-powered apps may further show agency and interact with human
agency. Kang and Lou [22] study users’ reception to their personalized experience brought about
by Al algorithms that exhibit machine agency. They have found that users may deliberately behave
in a way that makes the algorithms cater more to their needs. Obreja [34] analyze how users make
sense of their interaction with TikTok’s algorithms. They posit that TikTok users legitimize the
presence of institutional actors, which is a form of agency negotiation between users and machines.
Saga does not focus on a specific aspect of user-app interaction but attempts to understand the
common structures interaction stories as presented in app reviews.
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3 METHOD

Saga includes three components, as shown in Figure 1. First, Saga extracts events from targeted app
reviews and identifies their types. Second, Saga combines heuristics and a classifier to determine
the relations between two events. Events are ordered and sequenced to form structured stories.
Third, Saga enables the search on the structured stories and collects stories matching a query. The
framework also mines frequent story structures and substructures.

Identification

1 ——
1 App Event ;
| Reviews Extraction Events |
1 i N 3
| < >
1 Training for }_} Event Type ‘
| Typed Events |
1 | Classification Classification yp :

Selection of Training for Event
Related Events Event Relations Sequencing

Collection

Collection
of Stories

Query:
Story Structure

Story
Search

Fig. 1. An overview of Saga.

3.1 Dataset: Targeted App Reviews

We collected app reviews received by 182 apps from the period of 2008-07-10 to 2019-02-04, by
crawling the app reviews pages on Apple App Store.” Based on the intuition that negative reviews
describe what went wrong with a user interaction, we expect them to include richer stories [16, 29].
In total, we collected 2,118,942 negative app reviews. On the Apple App Store, user names of the
reviews are publicly available. However, our research does not involve a study of the storytellers.
All identifiers have been removed from the dataset and excluded in our subsequent operations.

3.2 Event Identification

To identify target events from app reviews, we extract event phrases from the reviews using NLP
techniques and determine their types through classification. We conducted manual labeling to
build a training set for the classifier.

Zhttps://apps.apple.com/us/genre/ios/id36
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3.2.1 Event Extraction. We define an event as something described by an event phrase [16, 36, 38],
namely, a piece of text (typically a sentence or a clause) rooted in a target verb [6]. We adopt
Part-of-Speech (POS) tagging [37] and dependency parsing [6] to extract event phrases.

A POS tagger identifies the verbs in a sentence, but not all verbs and their corresponding verb
phrases constitute meaningful events. We determine target verbs, as well as the event phrases rooted
in them, based on dependency parsing. We consider only verbs marked ROOT, advcl (adverbial
clause modifier), or conj (conjunct) because these verbs are likely to be the root of an event phrase.
Note that all words in a sentence have dependencies leading to a ROOT word, and a word may
have dependencies leading to multiple verbs. Therefore, we do not consider a word if it is marked
as part of another event phrase. We adopt the POS tagger and dependency parser implemented in
spaCy? in this step.

3.2.2 Manual Labeling. To determine the types of the extracted events, we need to label a set of
events to train a classifier. We consider the following five types of events as target events, and all
other events as the NONTARGET type (N):

(I) INTENTION: The user intends to fulfill a need or bring about an app behavior. We assume
that as of the reference time of the utterance [5], the user has not taken an action or achieved
the intention.

(A) AcTioN: The user takes or tries taking an action within the app. As of the reference time
of the utterance, the user has taken at least part of the described action.

(B) BEHAVIOR: The app exhibits a behavior, typically in reaction to the user’s action. This
definition includes the absence of a behavior, such as “app does not respond to user’s action.”

(R) REAcTION: The user reacts to an app behavior, including attempts to solve a problem and
being forced to take an action in response to a problem.

(C) ConTEXT: Contextual events related to the above types, which are typically included to
bolster the reviewer’s claim.

The classification of certain events, such as REACTION, may rely on the context in which they
appear. Thus, during the annotations, each event phrase is shown along with the text covering its
preceding and following events.

User-generated stories are a hodgepodge of events, and determining event types can be chal-
lenging. In Table 1, we list guidelines for some commonly seen event themes that are difficult to
classify. However, we leave the final verdict to the annotators.

Based on this classification, we conducted a small-scale investigation on a dataset of 300 randomly
selected events. The number of events in each type is shown in Table 2. It is notable that the
distribution of event types is skewed.

To sample a more balanced dataset for the final annotation, we leveraged the 300 labeled data
points as a seed dataset. We first encoded each event into a vector using the Universal Sentence
Encoder (USE) [3], a transformer-based sentence embedding that captures rich semantic information.
We then determined the potential type of each event using k-nearest neighbors (KNN, we use
k = 7), where the distance between two events is determined by the cosine similarity of their USE
vectors. We randomly sampled 500 events in each type, including the NONTARGET type, resulting
in a dataset of 3,000 events.

We adopted crowdsourcing on Amazon Mechanical Turk* to obtain the labels for the types
of the 3,000 events. All identifiers have been removed from the event phrases. Instructions for
annotation included the definitions of the event types and respective examples. Each event was

Shttps://spacy.io/
4https://www.mturk.com/
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Table 1. Annotation guidelines for ambiguous events.

Event Type  Event Theme

I accidentally did something in app

ACTION

Other users did something in app that affected me
BEHAVIOR Nothing changed/helped after I tried something

I have to do something because of app design

I have to do something because an app problem

I am done with this app because of problem
ReacTION

I will do something in response to problem
I refuse to do what was asked

I am still waiting for things to change

Other people are having the same issue

I get something (a message, a notification, etc.) from/in
app (and it is not a problem)

CONTEXT App is updated
I forgot to do something

I decided to use this app
I used to do something about the app
Events about device type and OS version

Contextual events about security issues

I get the developers are trying to do something
Opinion: Developers need to do something
NONTARGET Opinion: I used to love this app

Opinion: I do not want something

Requests or questions

Rating related events

Hypothetical events

labeled by two crowd workers, and any disagreements were resolved by one of the authors. Each
crowd worker was paid $0.02 for labeling one event, which took a median of 18 seconds. This
study was approved by our university’s Institutional Review Board (IRB). This dataset is available
at https://github.com/hguo5/Saga for reproducibility. The final distribution of this labeled dataset,
as shown in Table 2, is more balanced than the seed dataset.

3.2.3 Event Type Classification. Determining the type of an event is a six-class classification. We
first convert event phrases into vectors using the USE, and then apply classification models on the
vectors. The classification models that we experiment with include k-nearest neighbors (KNN),
Support Vector Machines (SVM), Decision Trees (DT), and Multi-Layer Perceptron (MLP).
Additionally, as the context of an event phrase is considered during annotation, we experiment
with ways to leverage this contextual information. We consider the two segments of text that cover
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Table 2. Distributions of event types in labeled datasets.

Event Type  Seed Dataset  Final Dataset

INTENTION 23 (7.67%) 263  (8.77%)
AcTION 32 (10.67%) 422 (14.07%)
BEHAVIOR 101 (33.67%) 741 (24.70%)
REACTION 37 (12.33%) 531 (17.70%)
CONTEXT 58 (19.33%) 472 (15.73%)
(

NONTARGET 49 (16.33%) 571
Total 300 3,000

19.03%)

a preceding event and a following event, respectively, as the context of an event. We convert these
two text segments into vectors using USE, and concatenate them to the vector of an event. The
classification models are then applied to the concatenated vector.

We address RQextract by reporting the performance of the event type classifiers. We choose the
classifier that yields the highest accuracy to determine the types of all extracted events. Reviews
that contain at least one target event are referred to as target reviews.

3.3 Event Sequencing

Of the target reviews, many describe only one event, typically a bad app behavior in negative
reviews. These “simple” stories can be collected directly for analysis. However, most target reviews
are “complex” and include multiple events. Although it is natural for storytellers to describe events
in the order in which they happen, such occurrence order is not always the same as the order in
which events appear in text, i.e., discourse order. Additionally, it is not uncommon for a reviewer to
describe multiple stories in a single review. Example 2 shows a review (for the Snapchat app) of
higher complexity. Target events and their types are marked.

- Example 2 N

username2, 06/10/2014
HATING SO MUCH LATELY!
I HATE how in iphones you can not zoom in to record a videoggyavior- If You zoom in and try to
recordacrion it goes back to normalggavior- How ANNOYING! | also HATE how when someone sends
me a conversationacrion My music will stop playingpeavior because | opened what they sent meacrion-
It’s not a snap necessarilyconrexr it’s @ simple conversationconrexr- Also my snapchat sometimes
says like memory fullggyavior When | try to take or record a snapchatacrion- It’s so ANNOYING.

\ J

This review provides three short stories, each describing a bug in the app, and the discourse
orders in the last two stories are different from their occurrence orders. For example, in the second
story, the order in which the events occurred was: (someone sends me a conversation — I opened
what they sent me — my music will stop playing). In this step, we seek to determine whether two
events are from the same story, and, if so, what their occurrence order is. Thus, we can combine
related events into stories in their occurrence order.

We assume that events in the same sentence belong to the same story, and sentences that are
separated by k (k > 3) NONTARGET events are from different stories. We adopt heuristics based
on language cues to determine the order of events from the same sentence. If there is no listed
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language cue between event phrases from the same sentence, we order them as they appear in the
text. We include two additional heuristics for sentences that are adjacent to each other. Table 3
shows all the heuristics we adopt in this study (— indicates the occurrence order between events,
and [SEP] marks the sentence boundary).

Table 3. Heuristics to determine event relations.

Event Order Sentence Structure

ey, before / until / then e,

e — e

e1 [SEP] And then e,

e1, after / when / whenever / every time /
e, — e

as soon as e,

ey, if / because e,
Separate e; [SEP] Also / Additionally e,

Event relation classification. These heuristics cover only a portion of the extracted events. For
the remainder, we frame the event sequencing problem as a three-way classification problem on
two event phrases: given a pair of events, e; and e;, where e, appears after e; in the text, does e,
occur before ey, after e;, or in a separate story from e;? We train a model on this event relation
classification task. We apply this model, combined with heuristics, to determine the relation between
every event and its preceding event in the text. In this fashion, we can sequence all events in a
review into stories. To form a training set for such a classifier, we glean related and unrelated
event pairs using the heuristics listed in Table 3, with the language cues removed. The classifier
determines event relations based solely on the meanings of the events.

We experiment with different classification methods as shown below. We report and compare
their performance. The model with the highest accuracy is to be chosen to sequence all extracted
event phrases. The extracted stories, i.e., sequences of ordered events, are to be used for the following
component of Saga.

SVM / MLP. Since this task has two inputs, we first encode the event phrases into vectors, and
then concatenate them into a large vector as the input to a classifier. For encoding the event phrases,
we experiment with USE, average GloVe [35] vector, and average Word2Vec [30] vector.

LSTM. We convert each word in the two events into a vector using GloVe or Word2Vec, and
employ a sequential model, Long Short-Term Memory (LSTM) [18] network, for the classification.

Fine-tuned BERT. BERT [7] is a transformer-based NLP technique that supports the input being
two sentences. We fine-tuned a pre-trained BERT model® for event relation classification.
We address RQ1ate by reporting Saga’s accuracy on event relation classification.

3.4 Story Collection

The foregoing steps show how Saga extracts stories, i.e., sequences of events, and their structures
as patterns of event types. We now describe how Saga collects stories based on their structures. In
this component, we make the following assumptions:

Shttps://huggingface.co/bert-base-uncased
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NONTARGET events do not contribute to the structure of a story, except for being separators
from other stories;

CONTEXT events can appear in any part of a story, so where they appear does not affect the
structure of the story;

Adjacent events of the same type are potentially a coherent chain of events and can be
considered collectively.

As our main focus is user-app interaction stories, these assumptions are reasonable and help
simplify our analysis. NONTARGET events are often related to user opinions or emotions, which are
not the focus of our study. CONTEXT events contribute to the understanding of the stories, but their
position in the story may not be pivotal. We include these events in our helpfulness study, as they
are useful to software developers. As adjacent events of the same type, e.g., multiple user actions in
a row, describe a coherent flow of occurrences, differentiating the exact numbers of repetitions
may not be constructive in understanding story structures. Based on these assumptions, we ignore
NoNTARGET and CONTEXT events in the collection process. We mark the same event type occurring
in adjacent events with a plus sign. Thus, the stories in Examples 1 and 2 can be represented by the
patterns in Table 4. Here, A+B represents a structure of multiple user action events followed by an
app behavior event.

Table 4. Story structures in the examples.

Story  Review  Structure

s;  Example1l I|ABR+B
s, Example 2 BAB
s3  Example 2 A+B
s4  Example 2 AB

After converting the story structures into such patterns, we can search for stories based on them.
For example, if we search the pattern (AcTioNn — BEHAVIOR) to gather stories about app problems
caused by user actions, we would collect all four stories. If we search the pattern (BEHAVIOR —
REACTION) to understand users’ reactions to app behaviors, only story s; would be retrieved.

We count the number of stories with each distinct structure and present the most common ones.
In our counting, if the story structure contains a repetition of event types, it is counted twice, both
as a structure with and without repetition. For example, a story with the structure A+B is counted
toward both the structure A+B and AB. AB structure is the most common structure in Table 4,
appearing in two stories.

Each story structure contains one or more substructures. We investigate the most common
substructures. We treat the collection of frequent story substructures as a sequential pattern mining
problem. We adopt the Generalized Sequential Pattern (GSP) [41] algorithm to mine frequent story
patterns. Like our structure counting process, our mining process differs from the standard GSP
only in that the repetition of event types is counted twice. The pattern AB appears in all four stories
in Table 4, and is extracted as a frequent pattern.

We address RQco11ect by presenting the most common story structures and substructures discov-
ered from the app review dataset.

3.5 An Empirical Study

To show that analyzing stories based on their structures are helpful to software developers, we
conducted a small-scale human verification. Leveraging Saga, we collected 200 stories from app
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reviews for the Snapchat app with different event patterns for searching. We retrieved 25 stories for
each of the following target patterns, A+B+, C+B+, B+R+, and [+A+. We then randomly selected 100
stories as a control group. We employed five graduate students majoring in Computer Science who
are familiar with Snapchat and software development. We divided the stories among the annotators,
such that each story was investigated by two people. We asked the annotators to rate each story
in terms of its helpfulness toward the understanding of app problems, user retention, and user
expectation, respectively. They rated the helpfulness of a story on a Likert scale, where 5 means
very helpful, and 1 means not helpful at all. We compute the average helpfulness scores of each
target pattern toward the three developer goals. A significant improvement of helpfulness scores
over randomly selected stories would indicate the helpfulness of Saga for software developers.

4 RESULTS

We applied Saga on the 2,118,942 negative reviews, as described in Section 3.1. We address RQextract>
ROQyelates and RQop1ect by reporting Saga’s performance and results in its three parts.

4.1 Event ldentification

We applied the event extraction process on all reviews and extracted 9,305,505 event phrases. We
answer RQextract by reporting the performance of event type classification. We discuss the quality
of event extraction in Section 5.

As we mentioned in Section 3, we considered KNN, SVM, DT, and MLP, both with (“context”)
and without (“event”) the context information for the classification of event types. We compare
their performance via 10-fold cross-validation. We adopted the implementations of scikit-learn.
For each model, we experimented with different parameters and haved reported only the results
with the best parameters. In the KNN model, k = 7. We adopted the radial basis function (RBF)
kernel for SVM. For decision trees, the maximum depth was seven. The intermediate layer size of
MLPeyent was 55 and that of MLP gptext Was 96.

Additionally, we report the precision and recall of event identification by considering target
events as relevant, and NONTARGET events as irrelevant. Table 5 shows the performance of each
classification model.

Table 5. Performance of event type classification.

Model Accuracy Precision Recall F-1 Score
(6-class)
KNNevent 0.661 0.922  0.951 0.936
SVMevent [0.741]  [0.956] 0932
DTevent 0.539 0.896  0.906 0.901
MLPeyent 0.717 0.953  0.930 0.942
KNNontext 0.584 0.888 0.920
SVMeontext 0.718 0.955  0.914 0.934
DT eontext 0.529 0.894  0.910 0.902
MLP ontext 0.720 0.949  0.932 0.941

The results show that the two SVM models and the two MLP models yield comparable results, and
perform well on the identification of target events. The context information does not bring notable

Chttps://scikit-learn.org/stable/
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difference in the classification. We choose the model that yields the highest six-class accuracy,
SVMevent, to classify all the extracted events for the following steps. The distribution of event types
in the entire dataset is shown in Table 6.

Table 6. Distributions of event types overall and in simple reviews.

Event Type Event Count Simple Reviews
INTENTION 203,053 (2.18%) 16,256 (3.42%)
AcTION 658,931 (7.08%) 31,377 (6.60%)
BEHAVIOR 3,065,360 (32.94%) 334,549 (70.37%)
REACTION 591,624 (6.36%) 35,507 (7.47%)
CONTEXT 1,201,579 (12.91%) 57,756 (12.15%)
NONTARGET 3,584,958 (38.53%) -

Total 9,305,505 475,445

Of all target reviews, 373,470 (17.63%) contain no event or only NONTARGET events. These
reviews mainly express a reviewer’s opinions, requests, ratings, or other information. 475,445
(22.44%) reviews contain only one target event. Table 6 shows the distribution of event types in
these simple reviews. The next two components of Saga consider only the remaining 1,270,027
(59.94%) complex reviews that contain multiple target events, of which 733,748 (34.63%) contain at
least two types of events.

4.2 Event Sequencing

Based on the method mentioned in Section 3.3, we determined the order of 1,005,166 event pairs by
the heuristics, 32.4% of all event pairs. From these event pairs, we randomly sampled 20,000 event
pairs for each relation type, e; — ez, e — e;, and Separate. For event relation classification, we
divided these 60,000 event pairs into a training set (90%) and a testing set (10%) and compared the
performance of different classification models. The event relation classification performance of
different models is shown in Table 7.

Table 7. Performance of event relation classification.

Model Accuracy Model Accuracy Model Accuracy
SVMgiove 0.737 MLPgiove 0.727 LSTMgiove 0.722
SVMwordavec 0.728 MLPwordavec 0.718 LSTMwordovec 0.714
SVMuysg 0.752 MLPysg 0.736 BERT} e 0.797

The fine-tuned BERT yielded the highest accuracy. Using both heuristics and this classification
model, we obtained 2,500,580 stories from the 1,270,027 complex reviews from the previous step.

4.3 Story Collection

In this step, we only consider INTENTION, ACTION, BEHAVIOR, and REACTION events, and ignore
other events. Of the 2,500,580 stories from the previous step, 269,409 (10.8%) contain only CONTEXT
events. When we ignore CONTEXT events, 1,558,156 (62.3%) stories are composed of only one type
of event out of the four remaining types. The rest 673,015 (26.9%) stories are complex stories with
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Table 8. Common story structures.

Simple Stories ‘ Complex Stories (freq > 1%)
Length 1 ‘ Length 2 ‘ Length 3
B 855,630 (54.9%) | AB 176,661 (26.25%) | BAB 39,291 (5.84%)
B+ 365361 (23.4%) | BR 85,807 (12.75%) | BRB 19,794 (2.94%)
R 152,259 (9.77%) | BA 60,310 (8.96%) | ABR 13,030 (1.94%)
A 88,178 (5.66%) | RB 56,928 (8.46%) | ABA 9,431 (1.40%)
| 55613(3.57%) | AB+ 52,817 (7.85%) | BAB+ 7,783 (1.16%)
R+ 25592 (1.64%) | IB 34,629 (5.15%)
A+ 12,747 (0.82%) | B+R 20,414 (3.03%)
I+ 2,776 (0.18%) | BI 16,091 (2.39%)
B+A 12,858 (1.91%)
AR 12,486 (1.86%)
RB+ 9,943 (1.48%)
A+B 9,815 (1.46%)
IB+ 8,424 (1.25%)
RA 7,793 21.16%) Length 4
R+B 7,249 (1.08%)
BR+ 7,075 (1.05%) | ABAB 8,869 (1.32%)

more than one type of event. Table 8 shows the story structures most common in simple and
complex stories. We note that 22 structures are common (frequency of more than 1%) in complex
stories.

Most simple stories (78.3%) in app reviews describe only the apps’ behaviors. Such simple behavior
stories constitute 48.8% of all 2,500,580 stories in complex reviews. The most common length-two
structure is (ACTION — BEHAVIOR) for complex stories, in which an app behavior is caused or
triggered by a user action.

To obtain the most common story substructures, we ran Generalized Sequential Pattern (GSP)
on the complex stories only. We retained 43 frequent substructures that appeared in more than
1% (6,730) of the complex stories, as shown in Table 9. The most frequent type of event is app
BEHAVIOR, followed by user AcTioN and REAcTION, which is not surprising since we have targeted
negative reviews. Most described app behaviors are problems, and reviewers typically describe
what they did before and after encountering the problems.

Many frequent substructures are interpretable. For example, the substructure BRB potentially
describes a part of a story in which the app is exhibiting a problem, the user tries to fix it, but the
problem persists. The substructure ABR likely describes a part of a story in which a user’s action
causes an app behavior, and the user reacts to this behavior. We list some example stories (with
minor edits) that contain frequent substructures in Table 10. Note that the patterns are based on
the occurrence orders of events, not their discourse order in the text.

4.4 Manual Verification

We showed the 200 sample stories to our annotators, and asked them to rate the stories in terms of
their helpfulness toward the developer goals of understanding app problems, user retention, and
user expectation. Our annotators achieved moderate agreements for all three goals (Cohen’s kappa
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Table 9. Frequent substructures appearing in > 1% of the complex stories.

Length 1 Length 2 Length 3

B 629,562 (93.54%) AB 294,096 (43.70%) BAB 67,178 (9.98%)

A 422,417 (62.76%) BR 161,000 (23.92%) BRB 34,883 (5.18%)

R 285,226 (42.38%) BA 157,842 (23.45%) ABA 30,222 (4.49%)

B+ 193,518 (28.75%) RB 115,699 (17.19%) ABR 28,600 (4.25%)

| 117,656 (17.48%) AB+ 85,970 (12.77%) B+AB 14,836 (2.20%)

A+ 41,255 (6.13%) IB 59,579 (8.85%) BAB+ 13,618 (2.02%)

R+ 37,069 (5.51%) B+R 44,761 (6.65%) RBR 13,261 (1.97%)

B+A 39,033 (5.80%) BAR 12,690 (1.89%)

BI 37,440 (5.56%) ARB 10,759 (1.60%)

AR 37,371 (5.55%) BIB 10,595 (1.57%)

A+B 28,471 (4.23%) RAB 10,536 (1.57%)

RA 28,092 (4.17%) BRA 9,424 (1.40%)

RB+ 21,953 (3.26%) AB+R 8,068 (1.20%)

Length 4 R+B 16,642 (2.47%) B+RB 8,050 (1.20%)

ABAB 14,760 (2.19%) 1A 15,670 (2.33%) RBA 7,719 (1.15%)

ABRB 7,162 (1.06%) 1B+ 14,580 (2.17%) AB+A 7,429 (1.10%)
BABR 7,025 (1.04%) BR+ 14,382 (2.14%)
BABA 6,743 (1.00%) Al 13,530 (2.01%)
IR 13,178 (1.96%)

BA+ 11,381 (1.69%)
A+B+ 9,182 (1.36%)
B+l 8,902 (1.32%)
RI 7,525 (1.12%)

is 0.441, 0.541, and 0.455 for app problems, user retention, and user expectation, respectively). We
calculated the average score of each pair of annotations as the final score.

Table 11 shows the average score of stories with each pattern, as well as random stories. Here,
simple problem stories are the stories with B events but no A, C, or R events. We can see that stories
with specific substructures received significantly higher helpfulness scores than random stories or
stories that only describe app problems.

These results make intuitive sense. From a developer’s point of view, stories with B events
describe app behaviors that users experience. In negative reviews, they typically indicate app
problems. With the combination of A, C, or R events, the stories provide more details on the
scenarios where the problems happened. Stories with B+R+ patterns describe users reactions to
unexpected app behaviors, often including information on why the users leave the apps. [+A+
stories only describe users intentions and actions, which are not directly related to app failures.
However, they are, similar to B+R+ stories, part of the confluence of users and apps, describing how
users act in expectation of an app functionality. These stories will bring insights into the negotiated
user-app interactions.

5 DISCUSSION AND FUTURE WORK

We presented Saga, a framework for analyzing stories present in app reviews. We now discuss the
merits, threats to validity, and limitations of Saga.
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Table 10. Example stories for some structures.

Struct. Type Events

[B] This new format is so awful

B+ [B] Half the time this app “can not get weather data”
[N] (When) it does
[B] it is slow to load, difficult to navigate, and unneces-
sarily convoluted
[A] (when) I'm typing to another person
AB [C] & they are there
[B] The yellow button doesn’t always turn blue
[N] FIXIT SNAPCHAT!
[N] Ilove Pandora
[A] (even though) I just started listening to Pandora for
ABRB the first time during the day
[B] (But often times) I'm unable to skip songs
[R] TI’ve tried quitting and reopening...
[B] None of which work/help!!
[N] What’s up with this?
[I] Iwant to be able to delete saved chats!!!
[A] (Because if) I accidentally tap a message
IABR [B] (then) it becomes bolded font and saves
[R] (vet)Ican’t unsave it!
[N] FIXIT!

5.1 Merits

Saga digs into different event types and story structures in app reviews. This framework benefits
researchers and practitioners in both software engineering and the computational social media
community.

Event type in app reviews. Saga targets event types related to user-app interactions. Identifying
events of specific types can help extract information from stories, potentially answering questions
about them. For example, BEHAVIOR events in negative reviews typically describe problems that
the users have experienced. And, INTENTION events describe the functionalities the users wish to
use. Such events serve as indicators of the reviewer’s expectations. REACTION events are not only
illuminating for user retention, but also instrumental in the study of agency in user-app interaction.
Saga extends previous work by incorporating a more diverse roster of event types, and shows that
they need to be considered by researchers with different research goals.

Event sequencing. A negative review may include multiple stories, mapping to bug reports or
feature requests, which should not be treated collectively. We find that, on average, each multi-event
app review contains 1.41 stories, and 26.6% of such reviews contain two or more stories. Saga can
identify individual stories and sequentially order the events in them, which provides a deeper
understanding than aggregate notions currently seen in the analysis of stories on social media, e.g.,
as in [14, 45].
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Table 11. Average helpfulness scores of different stories toward different goals (ps denotes p-value against
simple problem stories; p, denotes p-value against random stories).

Simple Stories
Goal Problem Random w/ Score  ps Dr
Stories Pattern
App 3.578 3.435 A+B+ 4.163 | 0.003 0.000
Problem C+B+ 4.118 | 0.009 0.000
B+R+ 4.136 | 0.005 0.000
I+A+ 3.900 - -
User 1.689 1.825 A+B+ 1596 - -
Retention C+B+ 1735 - -
B+R+ 0.001 0.005
I+A+ 1.617 - -
User 3.467 3.275 A+B+ 3.125 - -
Expectation C+B+ 3.039 - -
B+R+ 2.288 - -

I+A+ - 0.000

Story structures. Saga introduces a novel way of analyzing stories based on their semantic
structure. From a software developer’s point of view, Saga provides a different perspective when
retrieving useful information from user reviews. We have seen that the structure of a story (or set
of stories) in an app review is a good indicator of the overall message the author wishes to convey,
and stories of specific substructures prove more helpful than average for supporting associated
information goals. Although we verify this from the developers’ point of view in our specific setting,
we posit that authors naturally adopt certain narrative conventions (in small subcommunities) when
trying to convey specific types of opinions. Developers can take advantage of these conventions
and achieve their data mining objectives.

Saga also provides a way of analyzing writers’ story-writing behaviors in the app review setting.
The way that an author brings up various event types may be coupled with deeper implications
than the type of feedback to an app. For example, some review writers describe multiple stories
in one review, while others may only include one simple story, or just some NONTARGET events
that express their opinions or ratings. The difference may be indicative of the users’ usage time
with the app, their sentiment of the interaction, their willingness of providing useful feedback, and
user’s expectations of writing the reviews.

Additionally, the results of our story structures collection can shed light into the study of user-app
interaction within a social structure. For example, the overwhelming majority of the simple stories
in app reviews are about the app’s (unexpected) behaviors. This result means that, when users
write short stories / short negative reviews, they mostly focus on describing the problems of the
apps as the most useful feedback. Based on our limited observations, app users are less likely to
include similar stories in positive reviews. Instead, they tend to include more praises and requests
for future improvements. Following Saga, researchers may dig deeper in terms of social behaviors
in review writing. However, we leave those to future work.
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5.2 Threats to Validity

We targeted negative reviews, which are richer in stories with actions in them. Intuitively, it makes
sense that reviewers would do not report an app’s behavior if their expectations are met. Our
method may not generalize well to stories in neutral or positive reviews, which might involve
events outside the direct scope of an app, as in “Snapchat helped me find my life partner”

We trained our event relation classifier with related event pairs identified with heuristics. These
heuristics select event pairs that occur in the same sentence or adjacent sentences with explicit
cues. A classifier trained on such event pairs may not generalize well on event pairs extracted from
different sentences.

5.3 Limitations and Future Work

We identify the following limitations in Saga as well as potential future work to address them.

App Reviews. In this work, we target mobile app reviews as a source for user-generated stories.
App stores are not intended as social media, and stories shared there may not be representative of
stories shared on other social networks. However, stories in app reviews are meant to be shared
nevertheless, either to app developers or among current or prospective app users. Our research can
spark a rich line of studies into social behaviors in the mobile app field. We leave the investigation
of stories in other social media to future work.

Target event types. Saga targets five types of events. However, events in some stories may be
more diverse. For example, some stories (e.g., in a review of Uber) may describe actions of other
users, e.g., Uber drivers, that affected the storyteller. Such information may not be part of a story
but is valuable nevertheless in terms of the goals that the author is trying to achieve. Additionally,
a lot of the NONTARGET events in this study describe user opinions. One may argue that these
events also affect the progression of the story. Additionally, Saga is limited to event types specific
to app reviews. For the analysis of stories in other online social platforms, event types may be more
diverse and may not be easily categorized.

Text quality. Typos, grammatical errors, and incorrect punctuation hurt the performance of
the NLP tools we rely on, including POS taggers and dependency parsers. Some reviews contain
expressions that are difficult to handle. For example, Saga could not handle a review that repeats the
word LAG more than a hundred times. Future work includes the investigation of robust methods.

Classification performance. Although Saga yields acceptable accuracy for six-way classification,
there is room for improvement. Moreover, certain event types are difficult to distinguish, e.g., as
attempts. For example, a user INTENTION, e.g., [ tried to deposit a check, can syntactically resemble
a user ACTION, e.g., I tried to take a picture, or a user REACTION, e.g., I tried to reinstall the app.
Contextual information could potentially help in such cases.

Implications of story structures. In this work, we focus on the analysis of story structures from a
software developer’s point of view. We have shown that stories with certain structures are helpful
toward software improvement. However, we have not investigated what story structures are the
most helpful, and what other story structures should also be considered.

Story structures may have more implications from the stand points of human behavior or social
structure. For example, certain stories may indicate the users are dissatisfied with an application.
The types of stories may correlate to the writer’s expected outcome of providing useful feedback.
User agency during the review writing process may be affected by the existing social conventions of
other app users. Another challenge is to examine stories from the perspective of trust, e.g., whether
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they indicate ability, benevolence, and integrity [28] on the part of the app developers. This model
has been applied to software artifacts such as Al [40]. We leave such research to future work.

5.4 Broader Impact and Ethical Considerations

We collected publicly available app reviews from Apple App Store, and all of our data and models
are based on this public information. We were not able to collect consent from the review writers.
All identifiers, such as user IDs and names, are excluded from our study, both for annotations and
analysis. Even though some of the targeted reviews included specific stories, our annotators were
only shown a few event phrases, which would not be enough to identify the writers. Our study
focuses on the event types and story structures, and does not rely on the identify of the storytellers.
The chance of our results being misused is minimum.

Negative reviews include a large amount of emotion impressions, the extreme cases of which
may not be comfortable to label. However, such cases are rare. We limited the amount of nontarget
events during the crowdsourcing projects, and made sure such cases were nonexistent in the set of
events to be labeled.

6 CONCLUSIONS

Saga addresses the problem of identifying stories in an under-studied social media source, namely,
app reviews. A benefit of app reviews is that, although they involve stories of rich event structures,
they are generally light on the complexities of human-human interactions and the concomitant
psychosocial attributes of human relationships. Thus, these stories challenge our ability to extract
and structure events. Interestingly, Saga can help serve information goals pertaining to app reviews
based on the structures and substructures it discovers.

Saga is able to go beyond existing story understanding research in social media, which (as far as
we know) is limited to analyzing general themes in narratives [2, 17] or their aggregate properties
[43] but lacks the ability to tackle the stories individually and in a semantically rich manner.

A natural extension of Saga would be to enrich it with higher-level affective considerations, such
as of emotion and morality that are common in narratives [46]. Such aspects may arise in positive
app reviews indicating user satisfaction and negative app reviews indicating frustration where the
user perceives the app was unfairly sold.
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