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Abstract— Changes in the framing of topical news are known
to foreshadow significant public, legislative, and commercial
events. Automated detection of framing changes is, therefore,
an important problem, which existing research has not con-
sidered. Previous approaches are manual surveys that rely on
human effort and are consequently limited in scope. This article
systematizes the discovery of framing changes through a fully
unsupervised computational method that seeks to isolate framing
change trends over several years. We demonstrate our approach
by isolating framing change periods that correlate with previously
known framing changes. We have prepared a new data set,
consisting of over 12 000 articles from seven news topics or
domains, in which earlier surveys have found framing changes.
Finally, our work highlights the predictive utility of framing
change detection, by identifying two domains in which framing
changes foreshadowed substantial legislative activity, or preceded
judicial interest.

Index Terms— Framing, news media.

I. INTRODUCTION

TO MOTIVATE the problem and approach of this arti-
cle, let us investigate the primary causes of obesity in

America. Public opinion and behavior on the subject have
changed measurably since the late 1990s. As an example,
Gunnars [1] compiled a list in 2015 of ten leading causes,
six of which suggest that the processed food industry may
be primarily responsible. By contrast, in the 1990s and early
2000s, popular opinion appeared to hold [2], [3] that obesity
was primarily caused by individual behavior and lifestyle
choices. What led to this change in public opinion?

We posit that news publishing on the subject of obesity
contributed to the change in the public’s opinion. Table I shows
two representative snippets from news articles on obesity
published in 1995 and 2015, respectively. While both address
the same topic, the 1995 snippet implies responsibility on part
of individuals, and the 2015 snippet implies responsibility on
part of the processed food industry.

We posit that the above quotes represent a change in how the
NYT framed the issue of obesity. According to Wikipedia [4],
“framing is a schema of interpretation that individuals rely
on to understand and respond to events. The choices they then
make are influenced by their creation of a frame.”
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TABLE I

REPRESENTATIVE SNIPPETS FROM THE NEW YORK TIMES ON THE

DOMAIN Obesity FROM 1995 AND 2015, RESPECTIVELY

We hypothesize that the above is an example of an “equiv-
alence frame” [4] in which the information being presented is
based on the same facts (the fact of obesity) but the “frame” in
which it is presented changes (the frame of who is responsible
for obesity), thus creating a reference-dependent perception.
Hence, we highlight the word “interpretation” in the previous
paragraph. Thus, the “frame” surrounding the issue can change
the reader’s perception without having to alter the actual facts,
as the same information is used as a base. This is done through
the media’s choice of certain words and images to cover a story
(as in the example above). The definitions that we use in this
and the previous paragraph quote text from [4].

Thus, framing theory [5], [6] suggests that how a topic is
presented to the audience (called “the frame”) influences the
choices people make about how to process that information.

In general, framing has been shown to have a far-reaching
impact on areas, such as Public Policy [7], Political Sci-
ence [8], International Affairs [9], and Sociology [10].

Existing literature shows that framing may deliberately be
used for the purpose of manipulating political processes [11].
This motivates the computational analysis of framing, as a
possible means of identifying such manipulation.

An automated method to identify framing changes may,
hence, potentially be applied to foreshadow changes in the
public interest and opinion [8], legislative interest [7], and
political manipulation [11]. These considerations motivate
the problem of framing change detection, which involves
identifying when the dominant frame (or frames) [10] of a
topic undergoes a change. We note that our use of the term
“dominant frame” is similar in spirit to the term “emphasis
frame” defined in [4].
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Scholars have noted that all communication necessarily
entails framing [12]. Here, we study framing changes from
the lens of adjective polarity [13], [14]. We identify framing
changes that manifest as trends of changes in polarity [14] over
a period of years, such as the one shown in the example on
obesity. We acknowledge that other interpretations of framing
changes are possible. However, we posit that our approach
successfully identifies changes, such as the one described
above, which is our objective.

A. Related Work

The Media Frames Corpus, compiled by Card et al. [15],
studies three topics (Immigration, Smoking, and same-sex
marriages) and identifies fifteen framing dimensions in
each. We identify two major limitations of their work. First,
Card et al. [15] studied framing as a static detection problem,
identifying which dimensions appear in a given news article.
However, research in sociology [10] shows that most news
topics feature a dominant frame (or dominant dimension in
the terminology of [15]). Furthermore, for a generic news
topic, the dominant frame is not necessarily one of fifteen
previously chosen dimensions but can instead be an unknown
arbitrary frame specific to the topic under consideration. For
example, in the example given in Section I, the dominant frame
related to the privacy of individuals is not one of the fifteen
dimensions described in Card et al. [15].

Second, Sheshadri and Singh [7] showed that public and
legislative reactions tend to occur only after changes in the
dominant frame. That finding motivates an approach to fram-
ing that focuses on identifying and detecting changes in the
dominant frame of a news domain.

Sheshadri and Singh [7] further proposed two simple met-
rics that they motivate as measures of domain framing: framing
polarity and density. They define framing polarity as the aver-
age frequency of occurrence in a domain corpus of terms from
a benchmark sentiment lexicon. Framing density is measured
using an entropic approach that counts the number of terms
per article required to distinguish a current corpus from an
earlier one.

We identify the following limitations of the aforementioned
measures [7]. First, both measures make no effort to associate
a given news article with a particular frame. Prior work does
not support the inherent assumption that all articles in a given
domain belong to a particular frame [10], [15]. We enhance
understanding by analyzing each domain using several distinct
frames.

Second, framing density relies on estimating changes in
the density of occurrence of generic n-grams (both nouns
and adjectives) between successive corpora. We illustrate the
limitations of this approach by distinguishing between frame
and content. Following the literature [4], [5], [16], we define
content as the information presented in an article and frame
as the manner in which it is presented. We posit that highly
polarized adjectives communicate frame but do not commu-
nicate content. As an example, consider the following two
sentences: 1) “He was murdered” and 2) “His murder was
cowardly and reprehensible.” While both sentences convey

the same facts, the presence of the adjectives “cowardly” and
“reprehensible” serves to frame the second sentence without
conveying any additional factual information. Therefore, since
polarized adjectives are unlikely to communicate factual infor-
mation, we take them to be artifacts of how an event or topic is
framed. Framing density makes no distinction between content
and frame.

It is worthwhile to note that our approach is similar in spirit
to Tsur et al.’s work [17], in which both that work and this
article apply a topic modeling strategy to analyze framing as
a time series. However, as in the case of framing density,
generic n-grams (as used by Tsur et al. [17]) do not distinguish
between frame and content.

We also distinguish our work from Alashri et al. [9] who
use standard machine learning tools to classify sentences
represented by linguistic features into one of four frames. Such
an approach is limited by the need to predefine a frame set,
as does Card etal’s approach [15].

B. Contributions

This article contributes an unsupervised, data-driven natural
language approach to detecting framing change trends in
published news, a problem of significant public and legislative
import. Our approach agrees with and extends the results of
earlier manual surveys, which required human data collection
and were consequently limited in scope. Our method can
be run simultaneously over all news domains, limited only
by the availability of real-time news data. Furthermore, our
approach yields results that foreshadow periods of legislative
activity. This motivates the predictive utility of our method for
understanding the legislative activity.

Furthermore, we contribute the Framing Changes data set
(to be publicly released), a collection of over 12 000 news
articles from seven news topics or domains. In four of these
domains, surveys carried out in earlier research have shown
framing to change. In two domains, periods with significant
legislative activity are considered. Our individual domain data
sets within the framing change data set cover the years in
which earlier research found framing changes, as well as
periods ranging up to ten years before and after the change.
Our data set is the first to enable computational modeling of
framing change trends.

II. MATERIALS AND METHODS

This section describes our data sets, data sources, and inter-
annotator agreement. All data were collected in an anonymous
and aggregated manner. All APIs and data used are publicly
available, and our data collection complies with the terms and
conditions of each API.

A. Data Source: The New York Times API

The New York Times (NYT) Developer’s API [18] provides
access to news data from the NYT, Reuters, and Associated
Press (AP) newspapers—both print and online versions—
beginning in 1985. The NYT has the second largest circulation
of any newspaper in the United States [19].
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The data object returned by the API includes fields such
as the article type (news, reviews, summaries, and so on),
the news source (NYT, Reuters, or AP), the article’s word
count, the date of its publication, and article text (in the form
of the abstract, the lead (first) paragraph, and a summary).

B. Data Source: The Guardian API

The Guardian Xplore API [20] provides access to news
data from The Guardian, a prominent U.K. newspaper that
reaches 23 million readers per month [21]. This API returns
full-length articles along with such metadata as the article
type (similar to the NYT API) and a general section name
(such as sports and politics). Although these section names
are manually annotated by humans, we do not use them in
our analysis but rely instead on a simple term search procedure
(see Section II-C) to annotate our data sets.

C. Domain Data Set Generation

As in earlier work [7], [8], [22], we use a standard term
search procedure to create our data sets. Specifically, an article
is deemed a domain positive if at least a component of
the article discusses a topic that is directly relevant to the
domain [7] and, otherwise, a domain negative. Examples of
both domain positives and negatives are presented in the
Supplementary Material. We define data set accuracy as the
fraction of articles in a data set that is domain positive. For
each domain, our APIs were used to extract news data during
the time period b (denoting the beginning) to e (denoting the
end) of the period of interest.

We analyze framing changes that occurred either in the U.S.
or the U.K. We use news articles from the NYT to study news
patterns’ preceding framing changes that occurred in the U.S.
and news articles from The Guardian to study news patterns’
preceding changes in the U.K. All but one of our domains are
from the NYT. We analyze the following domains from the
NYT: Smoking, Surveillance, Obesity, LGBT Right, Abortion,
and Drones. We analyze the domain Immigration from the
Guardian.

D. Interannotator Agreement

To ensure that the articles returned by our term search
procedure are indeed relevant to each domain, a random
sample of articles from each domain data set was coded by
two raters. We obtained median per-domain data set accuracies
of 0.8 for coder 1 and 0.75 for coder 2 and a median Kappa
of 0.67 over sample domains. A full table is shown in the
Supplementary Material.

E. Probability Distribution Over Adjectives

Our approach relies on the key intuition that,
during a framing change, the valence of the adjectives
describing co-occurring nouns changes significantly.
We note that a wealth of existing literature supports
this observation [23]–[25]. We further acknowledge that
framing changes that do not manifest as substantial changes
in tone (for example, changes that occur by a shift from one

aspect of the issue to another without changing polarity) can
arise. Our approach does not capture such changes, however,
and we restrict our analysis to polarized framing. We show
that many domains of relevance to public policy and response
undergo such polarized framing changes, and we demonstrate
that our approach successfully identifies such changes.

To measure this change, we create a reference probability
distribution of adjectives based on the frequency of their
occurrence in benchmark sentiment data sets.

1) Benchmark Data Sets: We identified three open-source
benchmark review data sets (namely, the Trip Advisor data
set, the Yelp Challenge data set, and the Amazon Review data
set) to create our adjective probability distribution. Together,
these data sets provide about 150 million reviews of various
restaurants, services, and products, with each review rated
from one to five. Given that the large volume of reviews from
different sources made available by these data sets, we assume
that they provide a sufficiently realistic representation of all
adjectives in the English language.

We rely primarily on the Trip Advisor data set to create our
adjective probability distribution. Due to the fact that the Yelp
and Amazon data sets together comprise about 150 million
reviews, it is computationally infeasible for us to include them
in our learning procedure. Instead, we learned distributions
from these data sets for sample adjectives to serve as a
comparison with and as verification of our overall learned
distribution. The resulting distributions for these adjectives
appeared substantially similar to those of the corresponding
adjectives in our learned distribution. We, therefore, conclude
that our learned distribution provides a valid representation of
all adjectives in the English language. We describe the Trip
Advisor data set below and omit a description of the others
due to space constraints.

2) Trip Advisor: The Trip Advisor data set consists
of 236 000 hotel reviews. Each review provides text, an over-
all rating, and aspect-specific ratings for the following
seven aspects: Rooms, Cleanliness, Value, Service, Location,
Checkin, and Business. We limit ourselves to using the overall
rating of each review.

F. Polarity of Adjectives

For each adjective in the English language, we are interested
in producing a probability distribution that describes the rel-
ative likelihood of the adjective appearing in a review whose
rating is r , i.e., P(r |adj), r ∈ {1, 2, 3, 4, 5}, adj ∈ A, where
A is the set of all adjectives in the English language and r
ranges from one to five.

We began by compiling a set of reviews from the Trip
Advisor data set for each rating from one to five. We used
the Stanford CoreNLP parser [14] to parse each of the
five sets of reviews so obtained. We, thus, obtained sets of
parses corresponding to each review set. From the set of
resultant parses, we extracted all words that were assigned
a part-of-speech of “JJ” (adjective). Our search identified
454 281 unique adjectives.

For each unique adjective adj, we counted the number of
times it occurred in our set of parses corresponding to review
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ratings one to five. We denote this by Ni , with 1 ≤ i ≤ 5.
Our probability vector for adjective adj is then P(r |adj) =
{(N1

adj/Sadj), (N2
adj/Sadj), . . . , (N5

adj/Sadj)}, where Sadj = N1
adj +

N2
adj + N3

adj + N4
adj + N5

adj.
In addition, we recorded the rarity of each adjective as

(1/Sadj). This estimates a probability distribution P , with
454 281 rows and six columns.

Table II shows example entries from our learned probability
distribution. As can be seen from the table, our learned distri-
bution not only correctly encodes probabilities (the adjective
“great” has nearly 80% of its probability mass in the ratings
four and five, whereas the adjective “horrible” has nearly 80%
of its mass in ratings one and two) but also implicitly learns
an adjective ranking, such as the one described by De Melo
and Bansal [26]. To illustrate this ranking, consider that the
adjective “excellent” has 60% of its probability mass in rating
five, whereas the corresponding mass for the adjective “good”
is only 38%.

For a visual illustration, we depict our learned probability
distribution as a heatmap in the Supplementary Material.

Motivated by our learned probability distribution, we posit
that rating 1 represents negativity, ratings 2–4 represent neu-
trality, and rating 5 represents positivity. We refer to the
difference between our highest rating and lowest rating as our
polarity.

G. Incorporating Adjective Rarity

Our measure of adjective rarity serves as a method by which
uncommon adjectives, which rarely occurs in our benchmark
data set and whose learned probability distributions may,
therefore, be unreliable, can be excluded.

However, in doing so, we run the risk of excluding relevant
adjectives from the analysis. We manually inspect the set of
adjectives that describe the nouns in each domain to arrive at
a domain-specific threshold.

Section 2.2 in the Supplementary Material details the para-
meters used in each domain. However, we observe that the
trends in our results appeared to be fairly consistent across a
reasonable range of threshold values.

H. Domain Period of Interest

We define a period of interest for each domain. Let t f be
a year in which a documented framing change took place in
the domain under consideration. Then, our period of interest
for this domain is b = min(t f − 10, t f − l) to e = max(t f +
10, t f + r), where the API provides data up to l years before
and r years after t f . All units are in years.

I. Corpus-Specific Representations

A domain corpus is a set of news articles from a given
domain. Let a given domain have m years in its period of
interest with annual domain corpora T1, T2, . . . , Tm .

J. Corpus Clustering

An overall domain corpus is, therefore, T = T1 ∪ T2 ∪
. . .∪ Tm . We assume that a domain corpus addresses k unique

topics. We measure the framing of each topic within a domain
corpus distinctly from the others. We adopt a standard topic
modeling approach to estimate topics within a domain. We use
the benchmark latent Dirichlet allocation (LDA) [27] approach
to model k = 5 topics in each domain corpus. We extract the
top l = 20 nouns v from each topic. We also extract the set
of all unique nouns in T . We define a cluster as the set of
nouns v ∩ T . We, thus, generate k clusters, each representing
a unique topic. This enables us to measure the framing of each
topic using the approach described in Section II-K.

The following example can help understand our
approach. In the phrase, “horrible drone strike,” the adjective
“horrible” frames the phrase “drone strike.” We study changes
in polarity of adjectives that frame nouns within the same
cluster and aggregate them to arrive at an overall estimate of
framing within that cluster.

K. Annual Cluster Polarity

For each cluster c, we are interested in arriving at a vector
of m annual polarities, i.e., for each year i , 1 ≤ i ≤ m in the
domain period of interest.

Let xc be the set of all nouns in c. For each noun v ∈ xc,
we use the Stanford dependence parser [14] to identify all
adjectives (without removing duplicates) that describe v in Ti .
We extract the polarity vectors for each of these adjec-
tives from P as the matrix Ai . Ai , therefore, has n rows:
one for each adjective so identified, and five columns (see
Section II-F). We estimate the annual cluster polarity of c
as the vector of columnwise averages of Ai . Let Pc =
{P1, P2, . . . , Pm} be the set of annual cluster polarities so
obtained. Annual polarities for representative clusters from
each of our domains are shown in Figs. 3–15.

L. Defining Framing Changes

The measurement of any temporally disparate pair of news
corpora using adjective polarity (or any other numerical met-
ric) would result in different representative values of the two
corpora. Therefore, we cannot use the fact that two different
corpora merely yield different values in order to isolate a
framing change since this is always the case.

Furthermore, individual metrics are susceptible to noisy
readings due to imprecise data and measurement. In par-
ticular, such an effect may cause sudden isolated spikes
between successive measurements. For example, in Fig. 4,
during the period between 2005 and 2006, while ratings 1, 3,
4, and 5 changed little, rating 2 showed a substantial change.

This motivates the question of how a framing change is
defined in the context of our computational measurements. The
usual social science definition [16] is that a framing change
is a shift in the way that a specific topic is presented to an
audience. To isolate such changes computationally, we use
the following key observations from ground-truth framing
changes: 1) framing changes take place as trends that are
consistent over at least k years and 2) framing changes must
be consistent across multiple measurements.

Our aim in this article is to begin from a set of time
series, such as the ones in Fig. 4, and isolate such trends.
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TABLE II

SAMPLE ENTRIES FROM OUR LEARNED PROBABILITY DISTRIBUTION FOR POSITIVE AND NEGATIVE SENTIMENT ADJECTIVES

Fig. 1. Average number of adjectives per article, shown for our domains
over their respective periods of interest. This metric serves as a measure of
the subjectivity of news in a domain.

The requirement motivated by our first condition, namely, that
framing changes must last at least k years, is easy to satisfy
by imposing such a numerical threshold.

To satisfy the requirement motivated by our second observa-
tion, we rely on correlations between different measurements,
as described in Section II-M.

M. Detecting Framing Changes Using Periods of Maximum
Correlation

Our five polarity ratings serve as measures of framing within
a domain. We conceive of a framing change as a trend,
consistent across our five polarity ratings, over a period of
some years.

We describe our intuition and approach to detecting framing
changes in the following. First, we show that the frequency
with which adjectives occur in articles varies both by domain
and in different years within a domain.

Fig. 1 depicts the average number of adjectives per article
for a subset of our domains over the years in their respective

periods of interest. We note that this count serves also as
a measure of how subjective news publishing in a domain
is since adjectives are indicative of how events are framed.
An equivalent figure for the remaining domains is given in
the Supplementary Material.

Despite the fact that the volume of adjectives used per article
varies dramatically (by up to 30%), we find that the variation
in our annual cluster polarity between successive years is
generally on the order of less than 1%. However, through a
consistent trend lasting multiple years, our measure of annual
polarity can change (increase or decrease) cumulatively by, for
example, up to 5% (see Fig. 4 for an example). We identify a
framing change based on such a cumulative trend.

We now consider the problem of fusing estimates from our
five measures of annual cluster polarity. Consider the change
in polarity of ratings 1, 3, 4, and 5 between 2005 and 2006 in
Fig. 4, as against the change in rating 2. As mentioned earlier,
ratings 1, 3, 4, and 5 changed little, whereas rating 2 showed
a substantial change.

In contrast, in the period 2002–2004, a consistent trend was
observable across all five ratings, with substantial reductions
in ratings 2 and 3, and a notable corresponding increase in
rating 5. We exploit correlations between the changes in our
five ratings to identify framing changes.

Accordingly, we measure trend consistency via the Pearson
correlation [28] between our ratings. Suppose that a domain
has m years in its period of interest. We generate all possible
contiguous subsets of Tm , namely, Ti– j , where i ≤ j ≤ m,
and Ti– j denotes the domain corpus from year i to year j .

Let C = {C1, . . . , C5} be the set of rating vectors for this
domain subset, where

C1 =

⎡
⎢⎢⎣

Ci
1

Ci+1
1
. . .

C j
1

⎤
⎥⎥⎦, Ci

1

is the value of rating 1 for year i and similarly for C2, . . . , C5.
To measure the correlation of subset Ti– j , we compute its

matrix of correlation coefficients [29] K . We reshape K into
a vector of size f × 1, where f = i ∗ j , and evaluate its
median, l. We now introduce two variants of our approach
below. A block diagram depicting our overall approach is
shown in Fig. 2.
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Fig. 2. Block diagram illustrating our approach. Our adjective distribution is
computed using per rating frequencies of occurrence for each adjective in the
seed data set(s). We use this distribution to compute annual cluster polarities
of frames obtained using LDA from our domain corpora.

1) Unweighted Optimization: We find the maximum value
of l, lmax, over all possible values of i and j . We denote the
values of i and j corresponding to lmax as imax and jmax.
We return Timax– jmax as our period of maximum correlation
(PMC).

We note that the smaller the duration of a PMC, the greater
the possibility that our rating vectors may have a high corre-
lation in the period due to random chance. To compensate for
this effect, we employ a threshold, whereby a period is not
considered as a candidate for the domain PMC unless it lasts
at least y years. We uniformly employ a value of y = 3 in
this article.

Our approach, thus, identifies polarity drifts that are both
correlated (quantitatively measured by correlations between
different measures of polarity) and sustained (by the imposi-
tion of a threshold of duration). Note that our approach filters
out isolated drifts in individual polarity measures since such
drifts are uncorrelated across multiple measures.

2) Weighted Optimization: In this variant, we maximize
lmax ∗ dist(Ci , C j ) over all possible values of i and j , where
dist(C1, C j ) represents the Euclidean distance between the
rating vectors for years i and j . The intuition behind this
variant is to incorporate the magnitude of the drift into our
optimization so that a larger drift, if consistent across multiple
polarity measures, will be weighted higher than a smaller drift
that is also correlated. Please refer to the Appendix for an
example.

While, in the case of unweighted optimization, larger values
of y automatically yield lower correlations, the threshold of y
years is presented as a minimum, not an exact period. In the
case of weighted optimization, this consideration does not
hold. Therefore, we take y to refer to an exact period of years
rather than a minimum threshold in this variant.

III. QUANTITATIVE EVALUATION

We now discuss a partial quantitative evaluation of our
approach using a precision–recall analysis. Our analysis
relies on the ground-truth annotation of framing changes,
as detailed in Section III-A. We are unable to conduct a full

precision–recall analysis over all domains due to the chal-
lenges discussed in the following. However, we expect that our
partial analysis is representative of the general performance of
the approach.

A. Ground-Truth Annotation

We label a ground truth for each domain, marking years
corresponding to framing changes as positives and other years
as negatives. We primarily obtain our positives using the
findings of large-scale surveys from earlier research.

In order to do so, we study the literature pertaining to
framing changes in the domains we examine. We identify
large-scale studies conducted by reputed organizations, such
as the National Cancer Institute (NCI) [30], the Columbia
Journalism Review (CJR) [31], and Pew Research [32]. These
studies examine news and media publishing in a particular
domain over a period of time, as we do, and manually identify
changes in the framing of domain news during these periods.

The studies that we rely on for ground truth sometimes pro-
vide quantitative justification for their findings. For example,
the NCI monograph on the framing of smoking news identifies
the number of pro and antitobacco control frames before and
after a framing change [30]. These studies, therefore, provide
an expert annotation of framing changes in our domains, for
the periods that we examine. Details of each study that we
used and their findings are reported in Section IV.

By demonstrating substantial agreement between the results
of our approach and those of earlier ground-truth surveys,
we establish our claim that our approach may be used to auto-
matically identify framing changes in domain news publishing.

B. Precision–Recall Analysis

To gain confidence that our approach successfully identifies
framing changes, we conduct a precision–recall analysis on
our data. We consider each year in each domain as a data
point in our analysis. We calculate overall precision and recall
over all data points in our domains. Within a specific domain,
let L = e − b + 1 be the number of years in our period
of interest. Hence, for each year 1 ≤ i ≤ L, we define a
binary label corresponding to whether this year was part of
a ground-truth framing change or not. Hence, the problem of
framing change detection involves predicting a binary label
corresponding to change/no change, for each value of i within
a domain.

Thus, we consider a data point a true positive or true
negative if both a ground-truth study and our approach are
labeled as corresponding to a framing change, or otherwise,
respectively. We refer to a data point that was labeled as
a positive (or negative) by our approach but a negative (or
positive) according to the relevant ground-truth survey as a
false positive or false negative, respectively.

We calculate precision as P = (tp/tp + fp) and recall as
R = (tp/tp + fn), where tp, fp, and fn are the numbers of true
positives, false positives, and false negatives, respectively.

In the Obesity domain, the earlier survey that we found did
not state a precise framing change period. We, hence, exclude
this domain from our precision–recall analysis.
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Fig. 3. Estimated clusters for the smoking domain. Each cluster represents a
unique frame. The frame of cluster 3, characterized by the terms “cancer” and
“smoke,” discusses the health risks associated with smoking. We analyze this
cluster and estimate a PMC of 2002–2004 (see Fig. 4). Our PMC coincides
with an earlier monograph from the NCI that describes a progression toward
tobacco control frames in American media between 2001 and 2003.

IV. RESULTS

We find that our periods of maximum correlation correlate
substantially with framing changes described in earlier sur-
veys [2], [31], [33], [34] and may also foreshadow legislation.

Our computed rating vectors are depicted in Figs. 4–15.
We discuss each domain in the following.

A. Smoking

The NCI published a monograph discussing the influence of
the news media on tobacco use [30]. On page 337, the mono-
graph describes how, during the period 2001–2003, American
news media had progressed toward tobacco control frames.
It states that 55% of articles in this period reported progress
on tobacco control, whereas only 23% reported setbacks.

In contrast, the monograph finds (also on page 337)
that, between 1985 and 1996, tobacco control frames (11)
were fairly well balanced with pro-tobacco frames (10).
We extracted a data set of over 2000 articles from 1990 to
2007.

Our approach returns a PMC of 2002–2004 (see Fig. 4) for
this domain. Since no studies cover the period 1997–2000 [30],
we interpret the findings described in the monograph to imply
that the change toward tobacco control frames predominantly
began in 2001 and ended in 2003. This domain, therefore, con-
tributes two true positives (2002 and 2003), one false negative
(2001), and one false positive (2004) to our precision–recall
analysis.

B. Surveillance

The CJR [31] found that following the Snowden revelations,
news coverage of Surveillance in the U.S. changed to a

Fig. 4. Annual polarities for cluster 3 (characterized by the terms “cancer”
and “smoke”) from Fig. 3 from the smoking domain for ratings 1–5. The
PMC is shown with solid lines in square markers and agrees with a framing
change described in an earlier NCI monograph.

narrative focusing on individual rights and digital privacy [7].
We compiled a data set consisting of approximately 2000
surveillance articles from the NYT for the period 2010–2016.

The frame of cluster 3 in Fig. 5, characterized by the terms
“national,” “security,” and “agency,” discusses the Snowden
revelations of 2013. We analyze this cluster. Our rating vectors
for this domain are shown in Fig. 6. We obtain a PMC
of 2012–2014 for this period corresponding closely to the
ground-truth framing change.

The trends in our rating vectors are indicative of the
change. As can be seen from Fig. 6, positivity (measured
by rating 5) drops markedly, together with a simultaneous
increase in negativity (rating 1) and neutrality (ratings 2 and
3). Rating 4 remains close to constant during this period and,
thus, does not affect our hypothesis.

We interpret the findings of [31] to refer primarily to
2013, the year in which the revelations were made (hence,
a change between 2012 and 2013), and the following year,
2014. While other interpretations may conclude a longer
framing change, they must necessarily include this period.
This domain, therefore, contributes three true positives (2012,
2013, and 2014) with no false positives or negatives to our
quantitative evaluation.

C. Obesity

Kim and Willis [2] found that the framing of obesity news
underwent changes between the years 1997 and 2004. During
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Fig. 5. Our estimated clusters for the domain surveillance. Each cluster is
said to represent a unique frame. The frame of cluster 3, characterized by the
terms “national,” “security,” and “agency,” discusses the Snowden revelations
of 2013. We analyze this cluster and estimate a PMC of 2013–2014 (see
Fig. 6). Our PMC coincides exactly with the period following the Snowden
revelations. In addition, we note that the CJR [31] found that following the
Snowden revelations, news coverage of Surveillance changed to a narrative
focusing on individual rights, and digital privacy [7].

Fig. 6. Annual polarities for a representative cluster (characterized by the
terms “national,” “security,” and “agency”) from the domain surveillance for
ratings 1–5. The PMC is shown with solid lines in square markers.

this period, Kim and Willis [2] found that the fraction of
news frames attributing responsibility for obesity to social
causes increased significantly. Prior to this period, obesity

Fig. 7. Our estimated clusters for the domain obesity. Each cluster is said
to represent a unique frame. We posit that cluster 2 (characterized by the
terms “food,” “diet,” and “make”) represents societal causes of obesity (see
Section IV-C). We analyze this cluster and estimate a PMC of 2005–2007 (see
Fig. 8). Our PMC agrees with the findings of an earlier human survey [2].

tended to be framed as an issue of individual responsibility.
For example, obesity news after the year 2000 has often
criticized food chains for their excessive use of sugar in fast
food, as shown in the NYT snippet in Section I. We com-
piled a data set of over 3000 articles from the NYT (since
Kim and Willis [2] restrict their study to Americans) from
1990 to 2009.

The clusters that we estimate for this domain are shown
in Fig. 7. Cluster 2 addresses possible causes of obesity, with
a particular focus on dietary habits. We posit that this cluster
represents societal causes more than individual ones (since
individual causes, as shown in the NYT snippet of Section I,
tend to discuss topics, such as fitness and sedentary lifestyles,
as opposed to food content). We observe that the PMC for this
domain (2005–2007) is characterized by increased negativity,
shown by ratings 1 and 2, and decreased positivity (rating 5).
Our results for this domain agree with the findings of Kim
and Willis [2].

We were unable to use this domain in our precision–recall
analysis since Kim and Willis, to the best of our knowledge,
do not specify a precise period during which the framing
change took place.

However, since Kim and Willis [2, Figs. 2 and 3] show a
dramatic increase of social causes in 2004 and a corresponding
marked decline of individual causes, we conclude a substantial
agreement between their findings and our results.

D. LGBT Rights

We compiled a data set of over 3000 articles from the
period 1996–2015 in this domain. Fig. 9 depicts our estimated
clusters. Cluster 3 represents a frame that discusses the sub-
ject of same-sex marriage and its legality. We note that the
Supreme Court ruled to legalize same-sex marriages in the
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Fig. 8. Annual polarities for cluster 2 (characterized by the terms “diet,”
“food,” and “make”) from Fig. 7 from the domain obesity for ratings 1–5.
The PMC is shown with solid lines in square markers. We posit that this
cluster represents societal causes of obesity (see Section IV-C). We observe
that the PMC for this cluster (2005–2007) agrees with the findings of Kim
and Willis [2].

U.S. in the year 2015. Our rating vectors for this domain
are shown in Fig. 10. At y = 4, our weighted approach
captures and foreshadows this period (2012–2015), as shown
in Fig. 10.

Furthermore, Gainous and Rhodebeck [34] studied the
framing of LGBT-related publishing in the NYT over the
period 1988–2012 and found a dramatic increase in equality
frames between approximately 25 in 2008 and approximately
110 in 2012. Correspondingly, our findings of Fig. 10 show
that, between 2008 and 2012, there was a dramatic increase
in the measures of ratings 4 and 5 (representing positivity)
and a marked reduction in the measures of ratings 1 and 2
(representing negativity). At a threshold of y = 5, this period
has the second highest correlation and weighted by distance
(0.0842 versus 0.0859, which is the highest) and is shown in
green in the same figure.

We rely on Gainous and Rhodebeck [34] for ground truth
in this domain and use this period as our PMC. We, therefore,
conclude that our measures return four true positives and no
false positive for this domain.

E. Abortion

The Partial-Birth Abortion Ban Act was enacted in 2003.
We obtained 248 articles for the period 2000–2003, for this
domain. We obtain a PMC of 2001–2003 for this domain,

Fig. 9. Our estimated clusters for the domain LGBT Rights. Each cluster is
said to represent a unique frame. The frame discussed in cluster 3 discusses the
subject of same-sex marriage and, in particular, judicial interest in this topic.
We analyze this cluster and estimate two PMCs of nearly identical correlation
score (2006–2008 and 2013–2015 Fig. 10). The PMC of 2013–2015 coincides
exactly with the Supreme Court judgment of 2015 that legalized same-sex
marriage in the entire U.S.

Fig. 10. Annual polarities for cluster 3, characterized by the terms
“gay,” “rights,” and “marriage,” in Fig. 9 from the domain LGBT Rights
for ratings 1–5. Our PMC of 2012–2015 immediately precedes the judicial
interest of 2015.

corresponding to three true positives and no false positives
or negatives. Due to space constraints, we present the corre-
sponding figure in the Supplementary Material.
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Fig. 11. Our estimated clusters for the domain abortion. Each cluster is said
to represent a unique frame. The frame discussed in cluster 1 (characterized
by the terms “abortion” and “ban”) concerns a proposed ban on abortion.
We analyze this cluster and find that our estimated PMC coincides with the
period immediately preceding the Partial Birth Abortion Act of 2003.

F. Immigration

We study the framing of immigration news in the U.K.
We obtained about 3600 articles on the subject of Immigration
from the Guardian API for the period 2000–2017. For this
domain, we carried out our analysis on the article titles (rather
than the full text). Since the Guardian returns full-length
articles, we found that this design choice allows us to produce
a more focused domain corpus than the one generated by the
full article text. We depict our estimated rating vectors and
PMC in Fig. 13.

We analyze the frame of cluster 2 in Fig. 12. This cluster
deals with the issue of asylum seekers to the U.K. In the period
beginning immediately before the year 2000, a new peak in
asylum claims to the U.K. of 76 040 had been reached [35].
This event coincided with a high-profile terrorist act by a set
of Afghan asylum seekers [35].

These events resulted in increased border refusals and the
final 2002 white paper on “Secure Borders, Safe Haven.”
We estimate a PMC of 2000–2002 (see Fig. 13). Our PMC
coincides exactly with the period immediately foreshadowing
the government white paper. This corresponds to three true
positives with no false positives or negatives.

G. Drones

We obtained nearly 4000 articles on this domain for the
period 2003–2012. We obtain a PMC of 2009–2011 for this
domain, as shown in Fig. 15.

Our PMC immediately foreshadows the Federal Aviation
Administration’s Modernization and Reform Act of 2012. This
corresponds to three true positives with no false positives or
negatives.

H. Predictive Utility

The aforementioned two domains (immigration and drones)
highlight the predictive utility of news framing. While we

Fig. 12. Our estimated clusters for the domain Immigration. Each cluster
is said to represent a unique frame. The frame of cluster 2 discusses the
waning of asylum grants, increased border refusals, and the final 2002 white
paper on “Secure Borders, Safe Haven.” We analyze this cluster and estimate
a PMC of 2000–2002 (see Fig. 13). Our PMC coincides exactly with the
period immediately foreshadowing the government white paper.

Fig. 13. Annual polarities for cluster 2 (discussing asylum grants) from
Fig. 12 from the domain immigration for ratings 1–5. The PMC is shown
with solid lines in square markers and foreshadows the “Secure Borders, Safe
Haven” white paper of 2002.

did not find earlier surveys that coincide with our PMCs
for these domains, we note that these PMCs foreshadowed
substantial legislative activity. This observation suggests that
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Fig. 14. Our estimated clusters for the domain drones. Each cluster is said to
represent a unique frame. The frame discussed in cluster 1 concerns the use
of drones against terrorist targets. Our analysis of this cluster returns a PMC
of 2009–2011 (see Fig. 15). Our PMC immediately foreshadows the Federal
Aviation Administration’s Modernization and Reform Act of 2012.

Fig. 15. Annual polarities for cluster 1 (discussing drone strikes) from Fig. 14
from the domain drones for ratings 1–5. The PMC is shown with solid lines
in square markers and immediately foreshadows the Federal Aviation Admin-
istration’s Modernization and Reform Act of 2012. This finding suggests the
predictive utility of framing change detection for legislative activity.

PMCs estimated through real-time monitoring of domain news
may yield predictive utility for legislative and commercial
activity.

I. Overall Precision and Recall

We obtain an overall precision of 0.95 and a recall of 0.95.
Our results demonstrate that we successfully identify 95%
of true positives, whereas only 5% of the positives that we
identify are false positives.

Furthermore, we point out that our false positives generally
either precede or succeed a ground-truth framing change.
Therefore, we posit that such false positives may be due
to imprecision in measurement rather than any considerable
failure of our approach.

Our results demonstrate substantial agreement with ground
truth in domains for which prior surveys have studied framing
changes. In domains for which we did not find such surveys,
we demonstrate that our PMCs foreshadow periods of sub-
stantial public and legislative import. We posit, therefore, that
our approach successfully identifies framing changes.

V. DISCUSSION AND LIMITATIONS

We describe certain limitations of our work and point
out some suggestions for future work. First, as it is
well-known [14], the English language is complex, and
noun–adjective pairs are limited in their ability to capture
semantic variations, such as sarcasm and context-specific
polarities. Future work could attempt to estimate framing from
the rhetorical structure and other similar approaches to attempt
to capture more linguistic variation.

Furthermore, our approach does require several parameters,
such as the number of frames, the number of nouns in each
frame, and the threshold on adjective rarity. Future work could
attempt to automate these thresholds using machine learning
on a larger data set gathered from a wider temporal and
geographical range. We note, however, that doing so would
require enormous effort for manual labeling.

Finally, our work is restricted to polarized framing. While
it is true that framing changes are usually associated with
polarity drifts, such drifts are not a necessary condition for a
framing change to occur. Changes that do not manifest as drifts
in polarity would not be detected by our approach. However,
based on the existing literature [7], [8], [16], [36], we conclude
that such framing changes are the exception rather than the
norm.

VI. CONCLUSION

We highlight a problem of significant public and legislative
importance, and framing change detection. We contribute
an unsupervised natural language processing approach that
detects framing change trends over several years in domain
news publishing. We identify a key characteristic of such
changes; namely, during frame changes, the polarity of adjec-
tives describing co-occurring nouns changes cumulatively over
multiple years. Our approach agrees with and extends the
results of earlier manual surveys. While such surveys depend
on human effort and are, therefore, limited in scope, our
approach is fully automated and can simultaneously run over
all news domains. We contribute the Framing Changes Data
Set, a collection of over 12 000 news articles from seven
domains in which framing has been shown to change by earlier
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surveys. We will release the data set with our paper. Our work
suggests the predictive utility of automated news monitoring,
as a means to foreshadow events of commercial and legislative
import.

Our work represents one of the first attempts at com-
putational modeling of framing and framing changes. We,
therefore, claim that our approach produces promising results,
and it will serve as a baseline for more sophisticated analysis
over wider temporal and geographical data.
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