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Abstract

Warning: This paper may contain triggering language for
some readers, especially survivors of sexual violence.
Survivors of sexual violence sometimes share their experi-
ences on social media, revealing their emotions and seeking
advice. On platforms such as Reddit, some stories can be
long—up to 40 000 characters. We posit that such long sto-
ries are demanding for helpers to read and respond to. Prior
research has indicated that parts of these stories describing
the incident, the effects on the poster, and advice requested
by the poster are important. Highlighting those parts can draw
helpers’ attention toward key information and assist them in
reading and responding to long stories.
We first examine the stories posted on Reddit for the preva-
lence of these parts. Second, we develop a computational
model to highlight these parts of a story. On ten-fold cross-
validation of a dataset, our model achieves a macro F1 score
of 0.82. In addition, we contribute METHREE, a dataset com-
prising 8947 labeled sentences for these parts from Reddit
stories.
A survey of users who are helpers on some relevant subreddits
shows that the parts highlighted by our tool represent impor-
tant information and assist them while reading and respond-
ing to long stories. We find that these tool-generated high-
lights statistically significantly reduce the demandingness of
long stories. Moreover, almost all helpers felt that highlighted
stories are helpful and easier to read, understand, and respond
to than nonhighlighted ones. In particular, on a four-point
Likert scale, there is about 0.7 point reduction in demand-
ingness when stories were presented with highlights.

1 Introduction
Sexual violence refers to unwelcome or nonconsensual sex-
ual advances, verbal or physical acts of a sexual nature,
along with gender-based insults, invalidations, and assaults
(Gartner and Sterzing 2016; EEOC 2023; RAINN 2023). In
the United States, 81% of women and 43% of men have re-
ported some form of sexual violence in their lifetime (NSVR
2023). Survivors of sexual violence often feel anxious, de-
pressed, or go through post-traumatic stress disorder (Field-
Springer et al. 2022; O’Neill 2018).

Copyright © 2025, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

Tarana Burke, a civil rights activist, coined the phrase “me
too” to help survivors know they are not alone. This led
to the MeToo movement, which involved people disclosing
their sexual violence stories on social media. Social media
helps survivors remain anonymous and hence be unafraid of
potential public shaming. Sharing such stories facilitates sur-
vivors in venting out or seeking support from helpers, gen-
erally fellow users on the same platform. Helpers can aid
survivors in ways such as healing and reporting abuse (An-
dalibi et al. 2016; O’Neill 2018).

1.1 Background
We investigate sexual violence stories on social media with
a view to facilitating helpers providing support to sur-
vivors. We focus on Reddit, a popular social media platform
that includes forums called subreddits. Of these, r/meToo
(Reddit 2023a), r/SexualHarassment (Reddit 2023c), and
r/sexualassault (Reddit 2023b) are geared toward survivors
sharing their stories. Example 1 shows one such story. For
this paper, we paraphrased these stories to reduce the trace-
ability of the author. This is because even though the stories
are public, it may not be appropriate to draw attention to
survivors’ identifiable details.

Reddit allows long posts (of up to 40 000 characters). The
high limit is desirable because it ensures survivors can write
freely and share any information they wish to. Survivors
avail of this high limit by posting long stories: the 4933 rel-
evant stories we collected have a mean length of 1881 and a
maximum length of 33 432 characters.

1.2 Problem setting
We analyze long stories from the helpers’ perspective of pro-
viding support. We conducted a survey of helpers which re-
vealed that long stories could be demanding for helpers to
read and reply to (discussed in Section 3). Hence, we pose
the following research question.

RQdemanding: Can the demandingness of long stories be re-
duced by highlighting their key components?

Example 1 shows a story of approximately mean length
in which the survivor describes their experience and needs
support about how to handle it. We include the instances of
much longer stories in the appendix (Example 3).



Helpers provide support by responding to stories. How-
ever, long stories, such as those found typically seen on Red-
dit, challenge helpers. Demanding stories may attract few or
delayed responses. Thus, whereas we want survivors to feel
free to post as long a story as they desire, we would like
to assist helpers in reading and responding to such stories.
We found that highlighting important parts of stories assists
helpers in reading and responding to them. Accordingly, we
include the following research question.

RQhighlight: How can we automatically highlight key parts
of violence stories?

Example 1: A sexual violence story.

Parts: (Incident), [Effects], <Advice requested>

In 20xx, I went out with a group, consisting of my girl-
friend and her two guy friends. She ended up canceling on
us last minute so it ended up just being me and these two
guys. I had hung out with those guys before so I thought
they were trustworthy. We were out in the city driving
around and drinking in the car and we three got wasted.

(After pulling me over in a dark area, where some vehicles
were parked, I found that one of them was trying to kiss
me. Most of the incident was blurry to me but I remember
that he pressurized me to make out with him. Honestly, I
don’t think that I gave my consent to him but I also don’t
remember asking him to stop. I have blurry memories–
pieces and gaps of being laid down after getting off my
clothes. I also have memories of having his friend riding
on me.) I woke up the next day and found myself naked. I
wore my dress and asked him to take me home. This was
because I thought my family was probably looking for me
at this point. I was not in the state of thinking but rather
wanted to get home ASAP.

Once I got home my parents were in tears and questioned
me if anything had happened, she asked if I was raped? I
said no promptly. How was I sure that it was rape and how
could I convey the same to my parents? (Once I came into
my room, I saw my body and found bruises on my hands
and cuts and scrapes on my legs.) I kept telling myself
that since I was drunk, maybe I started having intercourse
with the guy. [But I could also feel his friend in me.] He
messaged me the next day to ask about my health and told
me that he had done nothing wrong, which confused me.
So I buried this incident and moved on. When I look back,
I understand and realize that I was raped by both of them
that night.

[I am still getting glimpses of the assault and I can’t stop
thinking about it.] Things are not yet clear to me. [I am
getting anxious after all these glimpses.]

<But Why now? Why am I having flashbacks and what to
do about it? Do you recommend me to go to a counselor?>

1.3 Contributions and Findings
We make two contributions. For RQdemanding, we surveyed
a sample of users who serve as helpers on violence-related
subreddits. On average, these users have written between
four and ten supportive responses on such subreddits. We
showed them long stories with and without highlights,
which they rated on a demandingness scale. To answer
RQhighlight, we applied active learning to curate METHREE,
a dataset of 8947 sentences drawn from stories in r/meToo,
r/sexualassault, and r/SexualHarassment and labeled Inci-
dent, Effects, Advice requested, or None. (We describe these
categories in Section 2.) In addition, we created a compu-
tational model for highlighting these important parts of a
story. We validated the effectiveness of our model through
the same survey. A survey of 29 helpers showed that helpers
find long stories demanding to read and respond to. On a
four-point scale of demandingness, the survey respondents
provided mean ratings of 3.10 for reading and 3.13 for re-
sponding.

The Mann-Whitney U-test shows that highlights signifi-
cantly reduce the demandingness of reading and responding
to long stories. Moreover, almost all respondents prefer the
highlighted stories as they are easier to read, understand, and
respond to than nonhighlighted stories. On average, respon-
dents found highlighted stories about 0.7 less demanding (on
a four-point Likert scale) than nonhighlighted ones.

Qualitative findings suggest multiple variations in the
structure of violence stories. This complexity in the story
structure makes automatic highlighting difficult yet poten-
tially useful to helpers.

Organization Section 2 explains the three parts of stories
considered important in literature and our qualitative anal-
ysis based on them. Section 3 describes a survey of Red-
dit helpers to understand their perspectives. Section 4 ex-
plains how we collected Reddit stories and applied active
learning to curate METHREE dataset and build a computa-
tional model. Section 5 discusses the potential impact of our
work, including how our model can be applied on multiple
subreddits. Sections 6, 7, and 7.2 describe the related work,
discussion, and ethical concerns, respectively. An appendix
presents additional details.

2 Diving Deep into Sexual Violence Stories
Three parts of violence stories are considered important in
the literature. To demonstrate these parts, we highlight them
in Example 1. We describe these parts along with the sup-
porting literature below.

Incident Text describing unwelcome sexual advances, sex-
ual behavior, requests or forcing for sexual favors, verbal
or physical acts of sexual nature, offensive jokes or re-
marks that are either sexual or based on someone’s gen-
der (EEOC 2023; RAINN 2023; Ghosh Chowdhury et al.
2019a; Karlekar and Bansal 2018).
Example 1’s text highlighted as (this) describes inappro-
priate touching—the incident here.

Effects on the survivor Survivors describe how they are
affected by revealing their emotions that arise during or



after the incident (Field-Springer et al. 2022; O’Neill
2018). Examples of effects include the survivor feeling
uncomfortable due to the abuser’s actions, or being an-
gry or upset due to the incident.
Example 1’s text highlighted as [this] is where the sur-
vivor discusses their discomfort due to this incident.

Advice requested Text in which survivors seek advice
from other users (Andalibi et al. 2016; Rickwood et al.
2005; O’Neill 2018). Some examples of advice requested
include asking if their (i.e., the survivor’s) reported expe-
rience constitutes harassment or assault, how to pursue a
legal case, and how to confront the abuser.
Example 1’s text highlighted as <this> indicates that the
survivor is confused and asks if they are overthinking
the incident. Even if they are confused, such situations
are clearly about violence, according to the incident de-
scribed. Hence, key parts of such stories must be brought
to the helpers’ attention.

We randomly sampled, 360 stories (from 4933 relevant
stories, whose collection is described in Section 4.1) and in-
vestigated them for the prevalence of the above three parts.
To determine the size of the random sample, we applied
Cochran’s formula (Cochran 1977). The formula (used with
standard values of 95% confidence, 0.5 proportion size, and
0.05 margin of error) suggested to sample 356 stories from
4933 relevant ones. We rounded this off to selecting 360 sto-
ries for our manual analysis.

Based on our investigation of these 360 stories, Table 1
shows the mean length for each of their three parts (incident,
effects, and advice requested). On average, the incident part
takes 29.66% of story text, which is greater than for effects
(17.05%) and advice (6.99%).

Besides story length, an additional challenge is complex-
ity, which translates to how demanding a helper finds under-
standing and responding to a story. We validated the impor-
tance of these parts and the overall demandingness of stories
through helpers on subreddits, as discussed in Section 3.

Parts of a story Mean proportion of length (%)

Incident 29.66
Effects 17.05
Request for advice 6.99

Table 1: Distribution of a story’s length across the three parts
in a random sample of 360 stories.

We analyzed the structures of 360 randomly selected sto-
ries in terms of these three parts. Example 1 shows the
canonical story structure is I-E-A: incident first (I), followed
by effects (E), and finally seeking advice (A) to overcome
the current situation. However, that’s not the case always.
Our qualitative analysis revealed multiple variations in the
story structure. For brevity, we show only two of the several
possible structure variations in Example 2. The first story
starts directly with seeking advice, which may be the main
reason for a survivor to share their experience. Afterward,
the survivor discusses the incident and its effects, leading to

the A-I-E structure. The second story goes back and forth
between incident and effects and ends with seeking advice.
We found that some sentences belong to more than one part,
leading to more complex variations in story structure. These
variations complicate automatic highlighting.

Moreover, we found cases in which no advice is sought in
the story. This is because of two reasons: (i) advice is already
sought in the title of the post, or (ii) the survivor is only
venting their experience and not seeking advice. In the latter
case, helpers provide sympathetic and supportive responses
to help the survivor feel better. To provide such sympathetic
responses, reading and understanding long stories remains
important. Hence, these stories are relevant to our study.

Example 2: Variations in story structure.

Parts: (Incident), [Effects], <Advice requested>

Story exhibiting the A-I-E structure

<Through this post, I want to know one thing: was I
raped?> . . . (Once, he was pressurizing me to lift me up
my clothes and show him my breast.) . . . [I hate myself
for letting it happen and for not saying a word against it]
. . .

Story exhibiting the I-E-I-E-A structure

(My middle school teacher groomed me.) . . . [When he
used to do things, I used to feel humiliated and horrible.]
. . . (At another timestamp, another married coworker was
touchy and flirtatous with me.). . . [Suddenly, my anxiety
started taking over and I had to quit my job.]. . . <Eventu-
ally being a victim, I developed having strange fantasies,
is it okay to have such fantasies in my mind? Or should I
just flush them out somehow?. . . >

Ten of these 360 stories included TLDR (Too Long;
Didn’t Read), a brief summary of the story optionally pro-
vided by the poster. Nine of the TLDRs described the in-
cident, three described the effects, whereas five described
the advice, indicating the importance of these parts even
from the survivors’ perspective. However, stories that in-
clude TLDR text are rare (10 out of 360), motivating our
work to highlight the key parts.

3 Empirical Study of Helpers
We conducted a survey of helpers on Reddit due to two ob-
jectives. First, we investigate RQdemanding by directly asking
helpers to rate the demandingness of highlighted and un-
highlighted stories. Second, we analyze the benefit of the
highlights generated by our model (model details in Sec-
tion 4). In turn, this relates to RQhighlight as the survey val-
idates the importance of three parts being highlighted, along
with the effectiveness of our model.

We designed the survey with the help of a psychologist,
who is an expert in understanding sexual violence and sexual



consent. Additionally, the psychologist assisted in analyz-
ing the survey responses. Since our study is primarily based
on Reddit, we decided to recruit respondents from sexual
violence-related subreddits.

Many sexual violence-related subreddits (including
r/SexualHarassment, r/sexualassault, and others such as
r/afterthesilence and r/Molested) don’t allow such postings
for research surveys. To recruit suitable respondents, we
were left with two subreddits, namely, r/metoo and r/rape.

Interested respondents were asked to sign a consent form
detailing the nature of the survey. Our study posed minimal
risk to respondents and was exempted by the Institutional
Review Board (IRB) at our university.

We used a priori power analysis (one sample case) to
decide the desired number of survey respondents. For this
analysis, we used the standard values of variables: alpha of
0.05, a power level of 0.8, and an effect size of 0.6. The test
showed that we needed 20 respondents. Based on the survey
engagement on subreddits, we ended up recruiting 29 re-
spondents as it passed the desired sample size and was also
managed within our funding.

The initial survey questions were related to the demo-
graphics of the respondents and were optional. Out of thw
29 respondents, 28 chose to reveal their gender identities (19
males, 8 females, and 1 nonbinary, genderqueer, or gender-
fluid) and 27 revealed their age (ranging in 22–38).

On average, these 29 respondents of the survey have writ-
ten between four and ten helpful responses on violence-
related subreddits. Upon survey completion, each respon-
dent received an Amazon gift card of $20. Respondents were
also provided an optional bonus questionnaire (third section
of the survey). 24 of 29 respondents answered bonus ques-
tions and received an additional $9 Amazon gift card. We
provide the whole survey along with a sample story in the
appendix.

We discuss our findings from the main survey in Sec-
tions 3.1 and 3.2 and from the bonus questions in Sec-
tion 3.3. For such analysis, we deidentify the responses (by
removing demographic attributes) and focus on understand-
ing helpers’ reactions to long stories and highlights.

3.1 Unhighlighted Long Stories are Demanding
For the first section of the survey, we selected ten stories
(from 4933 relevant stories) longer than the mean length of
the stories: 1881 characters. The mean length of these ten
selected stories was 10 211 characters. Out of these ten sto-
ries, one story was randomly assigned to each respondent.
Respondents were required to read the story and answer two
questions: (i) how demanding was completely reading the
story (Q1) and (ii) how demanding was it to construct a re-
sponse (Q2).

On a Likert scale of one to four, the mean rating for Q1
was 3.13 (standard deviation of 0.95) and 3.10 (standard
deviation of 0.90) for Q2. These high ratings indicate that
helpers find unhighlighted stories demanding to read and re-
ply to. However, in order to answer RQdemanding, we need
to compare these ratings with the demandingness of high-
lighted stories, as shown below.

3.2 Highlights are Helpful
In the second section of our survey, we showed respondents
stories highlighted (based on our computational model’s pre-
dictions about the incident, effect, and advice requested) and
asked: (i) if the three highlighted parts provide important in-
formation about the survivor’s situation and (ii) if the high-
lighted text assists helpers while reading and responding.
We include all technical details pertaining to our dataset and
model in Section 4.

For this human study, we selected ten stories different
than the ones selected in the first section of the survey but
of comparable lengths (average length was 10 135). We set
up our survey in such a way that one of these ten highlighted
stories was randomly assigned to each respondent. Respon-
dents had to read the entire story containing highlights, write
a supportive response addressing survivors’ concerns, and
answer the following survey questions:

Q3: Do the highlighted sentences represent important parts
of the story?

Q4: (If answered yes to Q3) On a scale of one to four, how
would you rate the importance of the highlighted text?

Q5: (If answered yes to Q3) What information did the high-
lighted text provide you?

Q6: How helpful was the highlighted text while reading and
responding?

We did not want to overload each respondent in reading
long texts as doing so may lead to poor quality of their re-
sponses. Hence, we gave each respondent two stories to read
(one unhighlighted and one highlighted story). To have some
overlap in the stories assigned to the respondents, we in-
cluded 10 stories in our survey set.

Table 2 summarizes the results of our study. Almost all
(28 of 29) respondents answered yes to question Q3, indi-
cating the importance of the three parts we considered for
highlighting. Moreover, Q4 received a high rating on the im-
portance scale. In answering Q5, respondents backed their
ratings with a qualitative text about the highlights’ bene-
fits. And, in Q6, they rated the predicted highlights as being
highly helpful. Overall, Table 2 shows the effectiveness of
our model in assisting helpers in providing support.

3.3 Demandingness is Reduced with Highlights
In the third section of the survey, we asked respondents the
following questions:

Q7: On a scale of one to four, how demanding was it to read
and understand the highlighted story?

Q8: On a scale of one to four, how demanding was it to
construct a response to the highlighted story?

Q9: Are stories with highlights easier to read and under-
stand than stories without highlights?

Q10: Is it easier to construct a response to stories with high-
lights than stories without highlights?

We analyzed if highlights affect the demandingness while
reading and responding to long stories. To do so, we con-
sidered respondents’ ratings for Q7 and Q8 and compared
them with Q1 and Q2, respectively. For this comparison,



First section
Q1 [1,4] How demanding was completely reading the story? Mean rating: 3.13, standard deviation: 0.95
Q2 [1,4] How demanding was it to construct responses to

the given story?
Mean rating: 3.10, standard deviation: 0.90

Second section
Q3 Y/N Do highlighted sentences represent important parts

of the story?
28 of 29 responded Yes

Q4 [1, 4] (If yes on Q3) How would you rate the importance
of the highlighted text?

Mean rating: 3.34, standard deviation: 0.76

Q5 Text (If yes on Q3) What information did the high-
lighted text provide you?

“Help me to focus on the keywords and better under-
stand the content of this story”
“Grabbed my attention”
“It gives me a quick idea of what the point of the article
is”

Q6 [1, 4] How helpful was the highlighted text while reading
and responding?

Mean rating: 3.37, standard deviation: 0.62

Third section
Q7 [1, 4] How demanding was it to read and understand the

highlighted story?
Mean rating: 2.41, standard deviation: 1.01

Q8 [1, 4] How demanding was it to construct a response to
the highlighted story?

Mean rating: 2.41, standard deviation: 0.97

Q9 Y/N Are stories with highlights easier to read and un-
derstand than stories without highlights?

23 of 24 responded Yes

Q10 Y/N Is it easier to construct responses to stories with
highlights than to stories without highlights?

23 of 24 responded Yes

Table 2: Key questions in our survey and summary of responses received. The complete survey is provided in the appendix.

we conducted a renowned statistical test namely, the Mann-
Whitney U-test. In this test, we input all demandingness rat-
ings with and without highlights. The statistical test shows
that highlights significantly reduce demandingness in read-
ing (U-statistic value = 512, p-value < 0.01) and respond-
ing (U-statistic value = 210, p-value < 0.02) to long stories.
Additionally, it is important to note that after introducing
highlights, there is about a 0.7 reduction (in mean value) on
the four-point demandingness scale, again showing the im-
portance of highlights and the benefit of our approach.

According to Q9 and Q10 responses, we found that al-
most all helpers (23 of 24) prefer highlighted stories as they
are easier to read, understand, and respond to, than nonhigh-
lighted stories.

4 METHREE Dataset and Classifier
We now describe the necessary technical details, starting
from how we collected violence stories to how we ap-
plied active learning for highlighting. The active learning
process developed hand-in-hand a labeled dataset (called
METHREE) and a model to automatically highlight three
parts of the story.

4.1 Collecting Sexual Violence Stories
We collected a total of 9140 violence stories from three sub-
reddits: r/meToo, r/sexualassault, and r/SexualHarassment,
for the period 2016-01-01 to 2021-07-18, using the Pushshift
API (Pushshift 2023). This set of 9140 stories was the entire

set of stories in that time range in those subreddits.
Some violence stories don’t share survivors’ experiences

but instead, share news articles, seek opinions about alle-
gations against celebrities, or promote other platforms. Such
stories are irrelevant to our study. Similar to a previous study
(Hassan et al. 2020), we applied the following heuristics to
focus on stories containing survivors’ personal experiences:

• First-person pronouns: Many survivors use first-person
pronouns in the title of their story. For example, “I started
to do something about my past assault, but instead of
feeling better, it actually gets worse” and “My mom’s
boyfriend tried to get me to do things to him.” Thus, we
checked the presence of first-person pronouns: i, me, my,
and mine in the title to find relevant violence stories.

• Advice-related keywords: We observed that survivors
also use advice-related keywords in the title. For exam-
ple, “Need advice, or support” and “pls someone read
this and help me figure out if i was assaulted or not.” We
used the keyword, advice, as seed and queried its syn-
onyms from the Oxford dictionary. We obtained 25 syn-
onyms and selected four of them based on their relevance
to our problem. We term these the advice keywords: help,
suggestion, advice, guide, and counsel. To select relevant
stories, we checked the presence of these keywords in
the title. For extracting synonyms, we considered corpora
such as WordNet (Miller 1995) but did not find synonyms
that were commonly used.

• Advice-related questions: We observed that many rele-



vant stories ask a question (related to harassment or as-
sault) in the title without mentioning any of the advice
keywords. Example questions include “Was this rape?"
and “Is this sexual harassment?”. Using Part-Of-Speech
(POS) tagging, the titles that have an interrogation form
and include rape, harassment, assault, and abuse as the
object, were selected.

Stories with titles satisfying one of the above rules were
chosen. We checked 50 randomly selected stories for rele-
vancy, involving a total of 812 sentences and a total 72 130
characters. Of these 50 stories, 47 (94%) were relevant be-
cause they either sought support or advice related to their
case. Among these 47 stories, we found one story written by
the survivor’s friend but which described the effects on the
survivor and sought advice.

We computed the recall of this filtering by analyzing sto-
ries (same sample size) not selected through the filtering
method. The recall comes out to be 61.8%, for an F1 score of
74.6%. Other studies (Hassan et al. 2020; Ghosh Chowdhury
et al. 2019b; Khatua, Cambria, and Khatua 2018) would
have missed out on relevant data too as their data collec-
tion is similarly based on rules, keywords, or hashtags. But
the objective here is to select relevant stories without further
pruning—hence high precision is needed. Achieving high
precision (94% in our case) means we can build a dataset of
important sentences without further pruning.

In total, we obtained 4933 relevant stories using the above
heuristics. Our statistics about mean and maximum length,
and the distribution of the three parts pertain to this set of
stories. Out of these 4933 selected stories, 74.29% (3665)
are from r/sexualassault, followed by r/meToo (17.23%;
850), and r/SexualHarassment (8.47%; 418).

4.2 Using Active Learning for Efficient Labeling
The preparation of the dataset and the development of a clas-
sifier happen iteratively. For classification, we adopt pool-
based active learning, which is known for training robust
models while reducing manual labeling effort (Settles 2012).
We tackle the problem of highlighting elements at the sen-
tence level. Doing so gives us the ability to highlight key
portions of long posts on Reddit.

We curate METHREE, a dataset comprising 8947 labeled
sentences that are sampled from 4933 stories as explained
below, and train an XLNet model on METHREE. Each sen-
tence can either belong to None or at least one of three
categories: incident, effects, and advice (being) requested.
Hence, we have a multilabel classification task.

In active learning, the four steps shown in Figure 1 are
repeated multiple times (Settles 2012). Pool-based active
learning starts with an initial dataset (denoted by L) includ-
ing labeled sentences, most of which were selected based
on keywords (Section 4.3). In Figure 1, first, a model (de-
noted by M ) is trained on the set L. To do so, we com-
pared the performance of multiple models and chose the
best-performing one (XLNet) as model M (Section 4.4).
Second, an unlabeled dataset U is labeled by the predictions
from the trained model M . In our case, since most of the
sentences in L contained certain keywords, to avoid bias, we

selected U from sentences without those keywords. Third,
from U , data points having a high chance of being misclassi-
fied are queried and manually labeled (Section 4.5). Fourth,
U is added to L (Section 4.6). We repeated the active learn-
ing cycle five times to curate METHREE, the final dataset of
8947 labeled sentences, and our computational model.

Train model on
labeled data

Include new
data points in
labeled data

Apply model
to predict

on unlabeled data

Query and label
some data points
from prediction

Figure 1: Active learning cycle involving four steps.

4.3 Initial Training Data for Active Learning
To form our initial training data (set L), we leverage 4933
relevant stories. First, for each category, we found candidate
sentences from these stories. Second, we labeled a sample
of candidate sentences along with other sentences.

Finding Candidate Sentences We split each of the 4933
relevant stories into 102 204 sentences, using Natural Lan-
guage Toolkit (NLTK) library (NLTK 2023). However, a
random sample of these sentences was inefficient in obtain-
ing sentences that describe incidents, their effects, or advice
being requested. Thus, we first found candidate sentences of
each category using the following keywords:
• Incident: Hassan et al. (2020) created a list of 27

violence-related verbs (such as molest, touch, rape, mas-
turbate). We expanded the list to 652 verbs by including
synonyms of these verbs from the Oxford English Dictio-
nary and then cut it down to the 539 most relevant verbs,
of which only 313 were unique. We called this final set of
313 verbs incident keywords. We found 30 927 sentences
having one or more incident keywords.

• Effects: We adopted four commonly expressed
emotions—anger, disgust, fear, and sadness—from
the NRC emotion lexicon (Mohammad and Turney
2013, 2010). We applied their associated lexicons
and identified 37 271 emotional sentences. Next, we
identified 14 synonyms of the word feel from the Oxford
English Dictionary. Out of these, the following eight are
relevant and form the feelings keywords: feel, perceive,
sense, experience, undergo, bear, endure, and suffer. We
found 8617 candidate sentences containing one or more
of them.

• Advice requested: We observed that many questions in
violence stories are advice seeking. Examples include
“Was it actually just a mistake and should I forgive him?”
and “Am I blowing it out of proportion?”. Hence, we
considered all questions as candidates for advice-seeking
sentences. We found 6354 such candidates. Next, we
leveraged the advice keywords from Section 4.1 to find
an additional 2678 candidates.



To find synonyms, we used the Oxford English Dictio-
nary as Corpora such as WordNet (Miller 1995) and PyDic-
tionary (PyDictionary 2023) were not useful. For example,
PyDictionary produced no synonyms representing feelings,
and WordNet produced one word, palpate, which was un-
common to describe feelings.

Labeling Sentences Due to the presence of keywords
(such as incident, feelings, and so on), candidate sentences
are likely to be relevant to the three categories (incident, ef-
fects, and advice). Hence, for the set L, we took a random
sample of 6900 sentences that match the above keywords.
However, doing so would bias the training set (set L) toward
these keywords. To mitigate that risk, at this step, we also in-
cluded randomly selected 500 sentences that do not include
any keywords. After discarding duplicates, we were left with
a total of 5947 sentences.

Since a majority of these 5947 sentences contained our
keywords, labeling them would produce a biased dataset.
Note that this was the initial training data (set L). In sub-
sequent steps of active learning, to mitigate bias, we kept
including sentences without any keywords (set U ), as de-
scribed in Section 4.6. For these 5947 sentences, three of the
authors of this paper were the annotators. Before labeling,
they were aware of the uncomfortable and disturbing text
present in these sentences. For each sentence, the annotators
answered the following questions:

1. Does it describe sexual violence?
2. Does it describe the incident’s effect on the survivor?
3. Does it indicate a request for advice?

The annotators read each sentence and answered the
above questions as yes or no. Initially, two annotators la-
beled 200 sentences based on their understanding of the
problem statement. Later, they discussed their disagree-
ments and defined the final labeling instructions for all the
annotators. Section 2 defines these three categories; detailed
labeling instructions (along with examples) are in the ap-
pendix.

All 5947 sentences were divided among the three anno-
tators (let’s denote them by A1, A2, and A3) such that each
sentence was labeled by two of them. After labeling all the
sentences, we obtained Cohen’s kappa scores (Cohen 1960)
of 0.772 (for incident), 0.774 (for effects), and 0.865 (for
advice requested). These scores indicate that we achieved
substantial agreement for two categories: incident and ef-
fects, and almost perfect agreement for the advice requested
category. Table 3 also shows Cohen’s kappa scores for each
pair of annotators. Finally, the first author resolved all the
disagreements. The labeled 5947 sentences form the initial
training data (set L) for active learning.

For simplicity, annotators labeled independent sentences
without seeing the surrounding sentences. Although Co-
hen’s kappa scores are high, there is still a chance of misla-
beling. Our study on randomly selected 370 sentences (sam-
ple size decided by Cochran’s formula (Cochran 1977) us-
ing the standard values: 95% confidence, 0.05 margin of er-
ror, and 0.5 proportion of population) reveal that 98.19%
of the labels (including all three categories) don’t change

even if we consider surrounding sentences during annota-
tion. Hence, the risk of mislabeling is minimal in our case.

Annotators Incident Effects Advice Requested

A1, A2 0.798 0.793 0.891
A2, A3 0.720 0.725 0.843
A3, A1 0.795 0.801 0.861

Total 0.772 0.774 0.865

Table 3: Cohen’s kappa scores for each pair of annotators.

4.4 Initial Model to Highlight Sentences
A sentence acts as a concise and contiguous text convey-
ing some information to the helper. Training a sentence-
level classifier will yield concise highlights representing im-
portant sentences of the story. Hence, we treat our problem
as sentence-level classification problem. Other highlighting
solutions include predicting the boundary sentence (among
consecutive sentences) where labels change and highlight
the relevant ones. Such alternatives may capture more con-
text than sentence-level classification. However, the varying
nature of the consecutive sentences and the presence of mul-
tiple labels within a sentence pose challenges in predicting
such boundary points in long stories. Hence, we preferred
sentence-level classification over such alternatives.

Once set L is curated, the next step is to train a model
M . This is a multilabel classification task in which each sen-
tence is an input to the model and the output has three binary
labels (one label for each category). Instances with all three
labels as zero are predicted None. We trained and evaluated
multiple methods on the 5947 labeled sentences (set L) as
described below.

For each of these sentences, we computed embeddings
such as Sentence-BERT (Reimers and Gurevych 2019), TF-
IDF (Cahyani and Patasik 2021), Stanford’s GloVe (Pen-
nington, Socher, and Manning 2014), Word2Vec trained on
the Google News (Mikolov et al. 2013), and Universal Sen-
tence Encoder (USE) (Cer et al. 2018). For each embedding,
we used the sentence vector as an input to a multilabel clas-
sifier. For GloVe and Word2Vec, we averaged word vectors
to form the sentence vector. For classification, we tried Lo-
gistic Regression (LR) (Dreiseitl and Ohno-Machado 2002),
Support Vector Machine (SVM) (Cervantes et al. 2020), and
Random Forest (RF). We report the best method.

Besides embedding-based methods, we applied
transformer-based approaches such as RoBERTa (Liu
et al. 2019b) and XLNet (Yang et al. 2019). We fine-tuned
RoBERTa and XLNet on set L by adding an output layer
containing three units, one dedicated to each category. Both
models minimized binary cross entropy over five epochs.
The training batch size and tokenizer length were set to 32
and 256, respectively.

Table 5 in the appendix reports the mean F1, precision,
and recall scores for the above approaches over ten-folds
of set L, and compares these approaches with the keyword
search (keywords used in Section 4.3). For the embeddings-



based approaches, Table 5 reports the results only for their
best-performing classifiers.

TF-IDF, GloVe, Word2Vec, Keyword search, and USE
underperform as compared to other methods. Sentence-
BERT with SVM achieves the highest macro precision
(0.84). However, it shows lower macro recall (0.66) than
RoBERTa (0.84) and XLNet (0.87). Overall, XlNet outper-
forms all other methods by achieving the highest macro F1
score (0.82). Thus, we choose XLNet as model M in our
method.

4.5 Predicting and Querying from U
After model M is trained, we make predictions on the set U
and label it. To mitigate the risk of a biased dataset, we chose
the set U to be a random sample of 500 sentences (from rel-
evant stories) not containing any keywords and applied the
model M to it. We selected potentially misclassified sen-
tences (in U ) for manual labeling, as described below.

Uncertainty sampling (Culotta and McCallum 2005; Da-
gan and Engelson 1995) queries data points (sentences in our
case) for labeling where the model is uncertain. However,
uncertainty sampling methods (such as least confidence and
entropy) did not work well in our case. This is because, in
the first active learning cycle, model M (XLNet trained on
5947 sentences; Section 4.4) predicted low probabilities on
sentences that lack the keywords (set U ). We validated this
by predicting on 100 such sentences, where the mean pre-
diction probability was 0.08 (standard deviation of 0.23) for
incident, 0.10 (standard deviation of 0.27) for effects, and
0.05 (standard deviation of 0.21) for advice requested. Due
to these probabilities being low, uncertainty sampling meth-
ods could not discriminate between misclassified and other
sentences.

To query the misclassified sentences from U for manual
labeling, we found a threshold on the prediction probabil-
ity. We discuss the query strategy in Appendix A.2. In the
same strategy, we used a set U ′, another random sample of
500 sentences (not having any keywords) for validation and
testing of identified thresholds.

4.6 Completing Active Learning Cycles
We completed the first active learning cycle (Figure 1) by
adding labeled data U to set L. We iterated the cycle four
more times, each time U having 500 sentences without key-
words, to add 2500 labeled sentences to the 5947 initially la-
beled ones. As a result, the final L includes 8447 sentences.
As stated in Section 4.5, we labeled U ′, an additional 500
sentences without keywords. After adding U ′, METHREE
becomes a dataset of size 8947 labeled sentences.

In METHREE, there are 4331 (48.4%) sentences that be-
long to at least one category, and 4616 (51.6%) to None.
Figure 2 shows the Venn diagram of the 4331 sentences over
the three categories. As a result, the trained model performs
multilabel classification.

Finally, we trained XLNet on METHREE to highlight
sentences from long stories. Over ten cross validation, the
model achieved a macro F1 score of 0.82 (0.78 for incident,
0.79 for effects, and 0.89 for advice requested), a macro re-
call of 0.86 (0.82 for incident, 0.83 for effects, and 0.92 for

advice requested), and a macro precision of 0.78(0.74 for
incident, 0.76 for effects, and 0.85 for advice requested).
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Figure 2: Distribution of sentences in METHREE across the
three categories. A sentence in METHREE can belong to
multiple categories (299 sentences for incident and effects;
168 sentences for advice and effects; 43 sentences for in-
cident and advice; 32 sentences containing all three cate-
gories). Hence, training on METHREE for highlighting pur-
pose is multilabel classification.

5 Potential Impact of Our Work
Our computational model was trained on sentences
from three subreddits (r/meToo, r/sexualassault, and
r/SexualHarassment). However, the realm of sexual vio-
lence stories extends to multiple other subreddits such as
r/Molested, r/rape, r/rapecounselling, r/MenGetRapedToo,
r/adultsurviviors, and r/afterthesilence, which offers a great
opportunity to facilitate helpers’ efforts in this community.

For real-world application, we envision our computational
model to be fine-tuned for multiple violence-related subred-
dits. After fine-tuning, it can be applied on the stories posted
every day (on subreddits) to highlight the important parts.
Moreover, the model can be incrementally updated by in-
corporating new sentences posted on these subreddits. These
highlights could be reviewed and approved by moderators,
causing the stories to be shown to helpers with three types
of highlighted text (incident, effects, and requested advice).

The generated highlights can potentially draw helpers’
attention toward important parts, in turn assisting them in
reading and responding to long stories (also shown through
the survey). For example, focusing on the text describing
mental state of the survivors (effects) would guide helpers to
sensitively draft their responses. In addition, focusing on the
requested advice section would guide them in making their
responses customized to what survivors are looking for.

We also analyzed the output of violence stories from a
summarization tool for comparison with our proposed strat-
egy of highlighting text. For summarization, we applied
the LED model, an encoder-decoder variant of Longformer
model (transformer for long text), which has achieved state-
of-the-art results on summarizing long documents (Beltagy,
Peters, and Cohan 2020). Since we did not have ground truth



summaries of 4933 relevant stories, we could not conduct
quantitative analysis. Instead, we conducted qualitative anal-
ysis of these summaries.

Our qualitative analysis reveal that the LED model is able
to provide the overview of the story yet misses some impor-
tant parts. For example, we show below some excerpts from
a summary that describe incident and effects but fail to in-
clude the advice requested. This is because most of the story
revolves around the incident and effects, whereas advice is
requested only in a few sentences. As a result, the summa-
rizer considers incident and effects as the overview of the
story. However, understanding the advice requested is cru-
cial for providing effective help to a survivor (Andalibi et al.
2016; Rickwood et al. 2005; O’Neill 2018). We encountered
a similar pattern of missing other key parts such as the inci-
dent.

Summary: “. . . We both were sitting in the same room
which was small and hence were almost touching. I was
there for quite some time before he started making ’jokes’.
He touched my hair and then face and said he was going to
kiss me. This got me uncomfortable so I refused and asked to
reverse what was happening. He tells me he was only joking
and I believed him.. . . He started looking between my legs
and pushing his legs up onto me. At that time, I simply ig-
nored what was happening and made peace with it.. . . ”

On the other hand, our proposed approach is developed
on highlighting three parts considered important in support-
seeking literature. The following is an excerpt from the high-
lights (generated by our model) of the same story. In this
case, the survivor’s main purpose was to seek advice on val-
idating their experience, but the summarizer could not iden-
tify advice questions at the end (highlighted below).

(We both were sitting in the same room which was small
and hence were almost touching. . . . He touched my hair and
then face and said he was going to kiss me.) . . . [This got
me uncomfortable so I refused and asked to reverse what
was happening.] . . . (He started looking between my legs and
pushing his legs up onto me.). . . [I was very sad and weep-
ing alone . . . This was happening to me for the first time and
wanted to share it with someone.]. . . <Am I overthinking this
as an experience? . . . Is it sexual harassment or nothing at
all?>

That is, the LED longformer (used in our experiment) is
able to provide good overviews of a story but misses out on
parts that are crucial for support-seeking communities. Our
approach includes those parts (based on the literature) and
generates highlights aimed for assisting helpers.

6 Related Work
The literatures in psychology and healthcare focus on sur-
vivors’ mental health (Gold et al. 2008; Fortier et al. 2009)
and discuss how it can be improved (Rickwood et al. 2005;
O’Neill 2018) through support seeking. Moreover, there has
been extensive research in analyzing the stories seeking sup-
port and their reactions on online platforms (Manikonda
et al. 2018; Deal et al. 2020; Field, Bhat, and Tsvetkov
2019; Reyes-Menendez, Saura, and Thomas 2020). How-
ever, these works don’t primarily focus on highlighting
tasks, unlike this work.

A few studies classify violence stories, whereas we fo-
cus on sentence-level classification for highlighting. Kar-
lekar and Bansal (2018) collect 9892 violence stories from
the SafeCity website (Safecity 2023) and classify them for
one of the harassment types: (i) groping or touching, (ii) star-
ing or ogling, and (iii) commenting. Other studies (Yan et al.
2019; Liu et al. 2019a) leverage the SafeCity dataset either
for the same classification or for classifying other attributes
such as the abuser’s age (below 30 or older), the abuser’s re-
lationship with the survivor, and so on. Bauer et al. (2020)
also use the SafeCity dataset and build a chatbot system to
help survivors. The SafeCity dataset contains concise expe-
riences (typically three or four sentences long) and is ill-
suited to highlighting sentences, as we do.

Hassan et al. (2020) train a model on 520 761 tweets
with the #MeToo hashtag to identify tweet-level attributes,
such as the category of sexual violence reported, the sur-
vivor’s identity (tweeter or not), and the survivor’s gender.
Ghosh Chowdhury et al. (2019b) label 5119 and classify
tweets for types: (i) disclosure of a survivor’s personal expe-
rience and (ii) nondisclosure. Studies by Khatua, Cambria,
and Khatua (2018) and Ghosh Chowdhury et al. (2019a) also
focus on similar classification tasks.

These studies identify relevant violence stories from a
massive stream of social media text. The expectation is that a
helper on these platforms can provide support to the survivor
of the identified story. However, merely identifying relevant
stories is not enough. To provide effective support, a helper
should be able to read and understand those stories, which
our sentence-level highlights facilitate.

Traditional text summarization works (Jadhav and Rajan
2018; Cheng and Lapata 2016; See, Liu, and Manning 2017;
Li et al. 2011; Zhang, Li, and Gao 2012) are trained or evalu-
ated on domains such as news but are not built for the sexual
violence context. Our tool is intrinsically different because it
highlights important parts instead of generating summaries.

Botelle et al. (2022) extract violence-related text from
clinical healthcare records. They identify the presence and
type of violence along with the status of the patient. How-
ever, their focus was not to extract other parts, such as the
effects and advice requested. Moreover, the language used
in medical records is typically different from informal lan-
guage on social media. To the best of our knowledge, we
are the first ones to analyze Reddit stories for highlighting
purposes.

7 Discussion
We now discuss our conclusion, our work’s limitations, and
possible future directions.

7.1 Conclusion
Seeking and providing support is a crucial aspect of the on-
line communities focused on sexual violence (Andalibi et al.
2016; Rickwood et al. 2005; O’Neill 2018). Our study ad-
dresses a challenge faced by helpers in these communities
while reading and responding to long stories. The computa-
tional model developed is not meant to diminish the authen-
ticity of survivors’ voices or alter their narratives, nor is it



intended to impose a singular narrative structure. Rather, the
model is designed to spotlight three pivotal components of
survivors’ stories grounded in the literature.

The results of our work are encouraging, hinting at the po-
tential benefits of highlighting important parts. The analysis
of our sample demonstrated that stories with critical com-
ponents highlighted exhibited a significant reduction in cog-
nitive demand for helpers. In particular, our survey showed
that on a four-point Likert scale, there is about a 0.7-point re-
duction in demandingness when stories were presented with
highlights. This implies that the model succeeded in enhanc-
ing the readability and comprehensibility of survivor stories,
potentially enabling helpers to respond more empathetically
and efficiently. With the introduction of this model, we aim
to complement and amplify the existing dynamics of sup-
port, fostering a more nuanced and empathetic dialogue re-
garding nonconsensual and other traumatic sexual experi-
ences.

7.2 Limitations and Future Work
Our work suffers from some limitations, which motivate
future improvements. One limitation is that our model is
trained on the sentences collected from only three subred-
dits. We expect the nature of sentences in METHREE to be
similar to sentences present on other violence-related sub-
reddits. However, we would need to fine-tune the model be-
fore applying it to the other subreddits. Moreover, during
the data collection process, the recall of the filtering step
was low; raising it may help improve the effectiveness of
our model.

Our work focuses on story structure but the content of the
stories can be understood at greater depth than here. In a
general sense, studies of moral postures taken by survivors
or helpers (Xi and Singh 2024b) and blame assignment (Xi
and Singh 2024a) are relevant to a deeper understanding
of the social psychology at play. More specifically, narra-
tives of trauma including sexual and domestic violence ex-
hibit some important patterns (Saxena et al. 2025), which
we might incorporate into improved versions of the present
approach to help helpers and survivors.

For stories not receiving any human response, we can ex-
tend our work to generate a response computationally. Even
if they are verified and edited by a human helper, generat-
ing such responses can enable helping a larger number of
survivors.

It would help to conduct a larger-scale survey of helpers
to assess multiple facets of violence stories. Through the sur-
vey, we can gauge factors (other than length) that influence
improved engagement by helpers. For example, we could
ask helpers if the type of abuse and the type of advice being
requested influence the nature and extent of their engage-
ment with the posted story.
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1. For most authors...

(a) Would answering this research question advance sci-
ence without violating social contracts, such as violat-
ing privacy norms, perpetuating unfair profiling, exac-
erbating the socio-economic divide, or implying disre-
spect to societies or cultures? Yes

(b) Do your main claims in the abstract and introduction
accurately reflect the paper’s contributions and scope?
Yes

(c) Do you clarify how the proposed methodological ap-
proach is appropriate for the claims made? Yes, by
conducting the survey

(d) Do you clarify what are possible artifacts in the data
used, given population-specific distributions? Yes

(e) Did you describe the limitations of your work? Yes, in
Section 7

(f) Did you discuss any potential negative societal im-
pacts of your work? Yes, in Section 7.2

(g) Did you discuss any potential misuse of your work?
NA to the best of our knowledge

(h) Did you describe steps taken to prevent or mitigate po-
tential negative outcomes of the research, such as data
and model documentation, data anonymization, re-
sponsible release, access control, and the reproducibil-
ity of findings? Yes, in Section 7.2

(i) Have you read the ethics review guidelines and en-
sured that your paper conforms to them? Yes

2. Additionally, if your study involves hypotheses testing...

(a) Did you clearly state the assumptions underlying all
theoretical results? NA

(b) Have you provided justifications for all theoretical re-
sults? NA

(c) Did you discuss competing hypotheses or theories that
might challenge or complement your theoretical re-
sults? NA

(d) Have you considered alternative mechanisms or expla-
nations that might account for the same outcomes ob-
served in your study? NA

(e) Did you address potential biases or limitations in your
theoretical framework? NA
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literature in social science? NA
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results for policy, practice, or further research in the
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(a) Did you include the code, data, and instructions
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submitted as a supplementary file
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hyperparameters, how they were chosen)? Yes, in Sec-
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dom seed after running experiments multiple times)?
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material or as a URL? Yes
(d) Did you discuss whether and how consent was ob-
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Ethical Considerations
We describe our critical processes below and their associated
risks from an ethical standpoint.

1. Consent: Our data was collected from public Reddit sto-
ries. We did not obtain consent of the survivors writing
such stories. Also, some survivors may wish not to be
contacted (Ghosh Chowdhury et al. 2019b).

2. Anonymity: We did not save survivors’ personal infor-
mation such as usernames. We paraphrased the stories
and sentences presented in this paper as examples to
remove potentially identifying content, such as the sur-
vivor’s age, job title, and location.

3. Labeling disturbing text: Text taken from stories about
violence can be disturbing. Therefore, we didn’t hire
crowd workers or volunteers for labeling; instead, three
authors of this paper carried out the labeling.

4. Potential misinterpretation: We were extremely aware
of the sensitivity of this research before labeling sen-
tences. However, we may have misinterpreted some sex-
ual violence experiences. That’s why we don’t claim that
our labeling is fully accurate.

5. Reproducibility and research: We are not posting
METHREE openly to avoid the risk of drawing attention
to personal stories. We will share its anonymized version
(along with metadata) upon request by faculty members
or senior researchers (but not unsupervised students) at
accredited institutions.

Our highlighting approach presents survivors’ full stories
to helpers, unlike summarization approaches that show only
concise summaries—such summarization may appear to in-
validate survivors’ experiences.

A Appendix
A.1 Labeling Instructions
The final labeling instructions are described below:

1. Incident: Any unwelcome sexual advances, sexual be-
havior, requests for sexual favors, verbal or physical acts
of sexual nature, offensive jokes, or remarks that were ei-
ther sexual or based on someone’s gender were labeled
as incidents (Gartner and Sterzing 2016; EEOC 2023;
RAINN 2023).

2. Effects on the survivor: We considered survivors’ feel-
ings and emotions that arose during or after the incident.
Examples range from feeling uncomfortable (due to the
abuser’s actions) to being afraid (emotion: fear) of report-
ing incident.

3. Advice requested: We considered sentences in which sur-
vivors asked for suggestions on topics related to incident,
e.g., whether to report the incident, where to get therapy
from, and how to face the abuser again.

Table 4 shows examples of each category. For confiden-
tiality, we have masked details that might be used to identify
survivors or abusers. The first example describes inappropri-
ate physical behavior and is considered an incident. The sec-
ond example describes that the survivor is sexually exploited

(incident) and suffers from depression and anxiety (effects).
In the third example, the survivor expresses fear (by men-
tioning “freak out”) and seeks advice about dealing with it.
In the last example, the survivor seeks advice relating to the
legal process.

A.2 Query Strategy
To find the threshold to query sentences, we used a set U ′,
another random sample of 500 sentences not having any
keywords. On U ′, we plotted the Receiver Operating Char-
acteristic (ROC) curve and computed Youden’s J-statistic
(Youden 1950), as described below. This plot was based on
the first active learning cycle and the model M referred to
below is XLNet trained on the 5947 sentences described in
Section 4.4.

1. The first author labeled the set U ′.
One annotator was adequate because of the high inter-
rater agreement that we achieved on the earlier sample of
5947 sentences

2. The model M made predictions on the set U ′.

3. We split U ′ into 400 sentences (set V ) and 100 sentences
(set T ).

4. We used V to fine-tune the threshold above which we
would select sentences for manual labeling. Out of the
above 400 sentences, model M misclassified 28 sen-
tences for the incident category, 38 for effects, and 9 for
advice requested. Since we wish to retrieve these sen-
tences, we consider misclassification as positive and plot
its true positive rate on the Y-axis of the ROC curve
for each category, as Figures 3a–3c show. From each
ROC curve, we found the best threshold by maximiz-
ing Youden’s J-statistic (Youden 1950), which equals the
height above the chance line.
For incidents, effects, and advice, we identified thresh-
olds of 0.038 177, 0.008 476, and 0.007 874, respec-
tively. We selected sentences in the classes if they ex-
ceeded the respective threshold.

5. For each category, to ensure that we did not miss out on
the misclassified sentences, we additionally selected 30
sentences below the threshold for every 100 predictions.
For example, the model M predicted on the set V that has
4 × 100 = 400 sentences. Therefore, we selected 4×30
= 120 sentences for each category below the threshold.
In brief, for each category, query (1) sentences with pre-
diction probability above or equal to the threshold, and
(2) 30 sentences below the threshold for every 100 sen-
tences.
Through this query strategy, we could identify most of
the misclassified sentences in V: 89.28% for the incident,
92.10% for effects, and 100% for advice requested.

6. We used the set T to test our query method. In T , M
misclassified 10 sentences in the incident, four in effects,
and three in advice. Our thresholds identified nine (90%)
misclassified incident sentences and all misclassified sen-
tences (100%) for effects and advice.



Sentence I E A Rationale

. . . he slid his hand up my leg and into my shorts. Inappropriate physical be-
havior

. . . I was sexually used by <abuser> on many occasions . . . I am in a
constant battle with major depression, crippling real event OCD (I ru-
minate for 16 hours/day) & debilitating anxiety.

Sexual abuse leading to de-
pression and anxiety

. . . I’m freaking out and have no one to talk to because no one knows
about him or what happened . . . What do I do?

Freaking out and asking
about future action

Does anyone know how a legal advocate works and what you experi-
enced with them?

Asking for legal advice

Table 4: Relevant examples according to the labeling instructions. Columns I, E, and A reflect the incident, effects, and advice
requested, respectively.

We used the above method in each iteration to retrieve po-
tential misclassified sentences from U and manually labeled
retrieved sentences. For manual labeling, each of the three
annotators (authors of this paper) labeled the sentences re-
trieved for a category.

A.3 Survey Details
In our survey, respondents filled the consent form followed
by answering the following questions:
• Demographics
• How many responses do you think you have written in

total on sexual violence-related subreddits? Please take
your best guess.

— No responses
— Between 1 and 5
— Between 6 and 10
— Between 11 and 30
— More than 30

• What is your age? (optional to answer)
• What is your gender? (optional to answer)
• First section
• Please read the following real story from a sexual

violence-related subreddit, and write a helpful or sup-
portive response for the survivor.

<One sample story was shown>

Sample story presented in survey.

At <age>, I was studying in <school-name> when I was
also dating my first boyfriend. He was <age> at that time.
We never made out and had no experience even with kiss-
ing or other things. None in my group used to like him.
He was very bad at his studies and failed all subjects in
school (he even repeated some years) but was good at
sports. he visited me quite a few times when I was in
boarding school. I could see some red flags in him but
I did not bother. This was because he was too affection-

ate and touchy-feely, he would put his hand above mine
and I would move away, he held my hand without con-
sent so I pulled out mine, and he asked if he could hug
me, then hugged me without me answering anything. I
felt uncomfortable even if the incident was not sexual. I
used to ignore all this but later realized I should have kept
my boundaries. Once I was taking the train from a group
outing to <place> for a family occasion. He used to live
near the place and suddenly appeared to see me after the
function. Then he gave an excuse that he wanted some-
thing to buy nearby, hence he boarded the train with me.
Despite me refusing multiple times, he was waiting for
me while I was meeting my dad at the station. I was se-
riously feeling uncomfortable but he wouldn’t leave until
my dad showed up and he said hi to my dad, my dad even
questioned me who he was to which I replied that he is a
friend. These incidents are before we started dating. Af-
ter a few months into the relationship, when we used to
spend time and eventually took a nap, he would touch me
inappropriately on my private parts with my clothes on.
It was not in an aggressive way, but he was wrong in his
assumption that I was sleeping. I didn’t have courage to
confront at that moment as it was shocking and confus-
ing experience, but later on I did confront him through
chats to which he denied all accusations (and me putting
lot of pressure, he finally felt apologetic and convey that
he was sorry for being opportunist at that moment). By
nature, he was also clingy on and possessive, and when-
ever I had to to go somewhere (such as to and from my
workplace) he would check on me by coming along. Ini-
tially, I considered these incidents as his sweet gestures,
such that he was investing all his time and effort to keep
seeing me and worries for my well-being, but later on
I realized he was going overboard and didn’t like being
around him all the time. After a few months into our re-
lationship, I was almost <minor’s age> (and him almost
<age>), he used to bring up the topic of having sex and
kept persuading me for the same. I refused his sexual of-
fers a few times so he didn’t do much physically. But one
day I finally gave up on his insistence and we had sex



on my bed in one of my rooms. He was quite consider-
ate and was very cautious to make sure I wouldn’t get
pregnant (used contraceptives) but didn’t know anything
about foreplay so it was not there. And gosh did it hurt!
After that, we started having sex quite often, almost ev-
ery time when he came to visit me. I turned 17 by then.
Slowly my pain was reducing and each time he used con-
traceptives but there was still little to no foreplay. Once
he suggested me to go to a hotel with him for having sex
and I did not refuse, which shows how dumb I am. We
ended up going to a hotel multiple times, all during the
initial parts of the day except once when it was a special
occasion and we made out at night at that time. To my
surprise, we did sex multiple times in the same night. Af-
ter the first few times of having sex, he stopped asking for
consent, I never convey my yes to him for the following
"n" times, he just assumed it and inserted his penis every
time without asking. I would admit that I did not strug-
gle or yell, but each of the times it was physically hurting
and he would not stop until he finishes. I never confronted
even once with him. At one point during my final years of
study, I was highly anxious as I might have gone pregnant
because contraceptives also have a failure rate. Moreover,
once when he pulled his penis out after he finished and he
was deflating so the contraceptive didn’t come out with
his penis, hence he used his hand to pull it out. Since I
am an overthinker and worry a lot, so I started becoming
anxious. I took 2 pregnancy tests and both were negative.
My private part was also bleeding a bit so I decided to
consult the doctor. The doctor said that this case is of im-
plantation bleeding which generally happens after a few
days of period. Due to God’s grace, I was not pregnant at
that time, hence I also received my next period the next
month. The next year of our relationship went into a lot
of arguments, we argued in the worst possible ways and I
initiated to break this tie with him. I met him at <place>
and brought all the gifts and other things that he gave me
but he accepted none of them. He was extremely angry
at me and I was afraid if he would yell at me in public,
so I took him to the roof of that place. he then shouted at
me and threw all the stuff around. He also bought some
liquid food items for eating together but he took one cup
and poured it all over his clothes and body. After this in-
cident, I was extremely shocked, taken aback, and afraid
at the same time. As a result, I just froze. By the time
he went to one of the restrooms to clean his clothes and
found me huddled on the ground after coming back. Af-
ter seeing me this way, he hugged me and apologized for
his behavior. Prior to this incident, he would threaten to
hurt himself during any argument. Once, he threatened to
jump off the roof (ran towards the edge and then stopped),
took the scissors and a nail clipper and acted to hurt his
fingers and hands, and even took a knife and pretended
to hurt himself when I visited him at his home. As a re-
sult, I was worried and concerned about him and took all
potential-hurting equipments away from him, but it was
that concern he wanted to see in me, to confirm my care

towards him. By the way, he also used to show care for
me and was always there for me as my boyfriend, espe-
cially in investing some time just to see that I am okay.
He also bought me some food items such as snacks and
drinks because he knew that I like eating all of them, he
would always ask for my heavy bag whenever I am carry-
ing it, always opened doors for me, and was always with
me whenever I took public transport anywhere. On the
day of <occasion>, I told him not to come because my
family would be present and there were only two people
allowed to accompany the candidate. When I went back to
the dorms, he was already there waiting for me. Then he
wouldn’t allow me to have lunch in the cafeteria because
he himself was hungry and brought some food for both
of us to eat in my room. He was already angry with me
because I did not allow him to attend the <occasion>. I
was still wearing my outfit for the occasion, and suddenly
I see him lifting my outfit and inserting his penis inside
me. I was not in the mood and refused to have sex at that
time. However, he did not listen and kept going until he
ejaculated. At that moment, I never thought that he raped
me in my own room and that too in an outfit. He even
said I was ungrateful because I did not thank him enough
for the food that he ordered for both of us. I generally say
thanks, hence he was expecting it this time. I told him that
he was the one who restricted me from eating at the cafe-
teria. After I graduated, I went to a different country for
my higher education. Even though he was not with me, we
were still in touch with each other through online chats.
During winter break, I flew back to visit my home and
met family and friends. He came to pick me up at the air-
port and helped with my luggage which was nice of him.
But when we arrived at my home, he wanted to come in
just to see my family and interact with them. I was very
confident that I do not want him to know which floor I
lived so I asked him to go up to my front door where I
literally shouted at him and asked him to leave. During
the break, I visited his home once. He asked me to come
to his room when his family including his parents were
not home. I was happy and surprised that he had bought
cloth for me that I liked, so I even thanked him for that.
Then he instructed me to lie down on his bed, I thought
we were going to cuddle so I did lie down. He climbed
into bed after me and suddenly started taking my pants
off. I was very perplexed by his reaction and put my hand
out to stop him but he did not resist and continued taking
my pants off. After a point, he disappeared from the bed
for a while and I wondered where he ran to. Still obliv-
ious to the danger I was in. When he came back he had
contraceptives with him, forced me down on the bed, and
inserted his penis suddenly. I shouted at him and told him
it hurts. He said it’s hurting because we have not done it
in the past few months just because I went abroad for my
studies. He then continued until he got the satisfaction that
he required. After a few months, I finally broke up our re-
lationship because I found he cheated on me since I flew
back abroad. At first, he refused all allegations but then



got desperate because I was breaking up with him and
admitted that he cheated on me quite a few times. Still,
I was very confident that I would never go back to him
again and even told him that. I blocked him from all of
my social media accounts. He sent me 3 parcels in which
he was saying sorry with small gifts inside and I briefly
unblocked him to tell him to stop sending me things or
bothering me and my social circle before blocking him
again. When I flew back home during another vacation, I
bumped into him twice in public and felt extremely un-
comfortable. Throughout those times he had been desper-
ately trying to make contact through some new and fake
social media accounts and again trying to connect with
me and my friends. He texted some of my friends who
would get back to me regarding this. One time he even
went to my friend’s place, called her and pushed her to
meet him. She was scared and went down to meet him,
where she gave him some ideas of what to gift me to apol-
ogize again. He even reached out to my mom pushing to
meet her for food and wanting to buy me a flight to fly
back due to covid era. I was absolutely stressed and sad
that he was reaching out to my family and multiple friends
and I couldn’t do anything about it except guide them on
how to handle him. There were many more wrong things
he did, these were just the main things I felt that forced
me to have an opinion against him. After a whole year,
he was still reaching out to talk to me, demanding why I
blocked him and trying to prove he did nothing and was
not even a cheater. He turned the tables on me saying that
he said that he cheated just to see my reaction, to which
he found me going out with a guy friend for a drink once.
Whenever I think of all this, I feel like I was so screwed
up during all those years I spent with him. I never ate
healthy food, hardly studied anything, and was constantly
under pressure and anxiety. Now, I feel I am safe and in
a much better place in all aspects: physically, emotion-
ally, mentally, spiritually, and psychologically. Recently,
I am dating a guy in school and he is also the only person
who knows everything about my past assault. I know that
if I told my parents about my ex, they would be highly
stressed and restrict me even for going out. I don’t get
support from my friend. They think that I was still with
my ex even when I did not like him. But they do not know
the whole matter. I m very fortunate that I found someone
now who understands me, connects well, guide and love
me. Thanks to god!

• How demanding was completely reading the story?

— Not much demanding
— A little bit demanding
— Quite a bit demanding
— Significant demanding

• How demanding was it to construct responses to the
given story?

— Not much demanding
— A little bit demanding

— Quite a bit demanding
— Significant demanding

• Second section
• Now, you will do the same thing you just did. Please read

the following story and then write a helpful or supportive
response for the survivor.

• <One violence story with highlights is shown>
• The post you just read contained highlighted sentences.

Do these sentences represent some important parts of the
story?
— Yes
— No

• (If yes to the last question) How would you rate the im-
portance of the highlighted text?
— Not much important
— A little bit important
— Quite a bit important
— Significant important

• (If yes to the second last question) What information did
the highlighted text provide you?

• How helpful was the highlighted text in reading and re-
sponding?
— Not much helpful
— A little bit helpful
— Quite a bit helpful
— Significant helpful

• Third section
• How demanding was it to read and understand the high-

lighted story?
— Not much demanding
— A little bit demanding
— Quite a bit demanding
— Significant demanding

• How demanding was it to construct a response to the
highlighted story?
— Not much demanding
— A little bit demanding
— Quite a bit demanding
— Significant demanding

• Are stories with highlights easier to read and understand
than stories without highlights?
— Yes
— No

• Is it easier to respond to stories with highlights than to
stories without highlights?
— Yes
— No



Category Metric TF-
IDF+
LR

GloVe
+

RF

Word2Vec
+

RF

Keyword
search

USE
+

SVM

Sentence-BERT
+

SVM

RoBERTa XLNet

Incident
F1 Score 0.64 0.43 0.50 0.47 0.69 0.70 0.77 0.77
Recall 0.56 0.31 0.33 0.79 0.63 0.61 0.80 0.82
Precision 0.75 0.71 0.73 0.34 0.77 0.83 0.74 0.74

Effects on
the
survivor

F1 Score 0.66 0.38 0.39 0.49 0.69 0.70 0.78 0.80
Recall 0.60 0.25 0.26 0.82 0.65 0.61 0.80 0.86
Precision 0.73 0.76 0.79 0.35 0.75 0.84 0.77 0.74

Advice
requested

F1 Score 0.74 0.63 0.64 0.67 0.74 0.80 0.89 0.89
Recall 0.70 0.58 0.59 0.93 0.71 0.75 0.91 0.94
Precision 0.78 0.73 0.73 0.53 0.77 0.86 0.87 0.84

Macro F1 Score 0.68 0.48 0.51 0.54 0.71 0.73 0.81 0.82
Recall 0.62 0.38 0.39 0.85 0.66 0.66 0.84 0.87
Precision 0.75 0.73 0.75 0.41 0.76 0.84 0.80 0.77

Table 5: Comparing performance of multiple trained models. Bold indicates the highest score for a metric.
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(a) Incident category.
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(b) Effects category.
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(c) Advice requested category.

Figure 3: ROC curves showing true positive and false positive rates, while considering misclassified sentences under positive
class.


