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Sociotechnical Systems
Current AI research: atomistic, single-agent decision-making and ethical dilemmas
Current social sciences research: Not computational in outlook
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Comparison

Trusted AI AI Trust

Requirements Of agents to people By agents of others
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Conclusion
Going back to sociotechnical systems

I Build on sociocognitive modeling

I Incorporate human considerations of interpretability and
understanding

I Incorporate reasoning about incentives
I Support composition

I Systems of systems with . . .
I Systems that appear as agents
I Systems that appear as tools

I Toward a theory of ethics


