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Abstract. Teamsarisein a numberof importantmultiagentappli-
cations.Severaltheoriesof intentionsfor teamshave beenproposed.
By and large, thesetheoriestend to model teamintentionsexclu-
sively on the basisof mentalconceptsandfail to acknavledgethe
internalstructureof teams.

We presenta formal theory of intentionsfor teamsthat consid-
ersthe structureof teamsexplicitly. In this context, we distinguish
betweerexodeicticandendodeictidntentions which areconceptu-
alized as pointing outward or inward from a team.Theseconcepts
are formalizedin a framewvork that modelsthe structureof teams
in termsof their members’commitmentsand coordinationrequire-
ments.In this way, our approachcombinesmentaland social con-
ceptsin aprincipledmannerWe describesomepostulatesoncern-
ing intentionsandstructure andgive technicaresultsestablishingr
falsifying thesepostulatesvith differentdefinitions.

1 Intr oduction

Intentions have dravn much attentionin multiagent systemsre-
searchWith few exceptionsprevioustheoreticalwork hasgenerally
considerednly the usualmentalprimitivesof traditional Al. How-
ever, multiagentsystemsare inherently social entities. We restrict
attentionto teams which aremultiagentsystemshatareviewed as
having differentmembersplaying specificroles and usually coop-
eratingto achieve somehigherend. Although mentalconceptssuch
asintentionsapply on teamsthey mustbe properlyrelatedto social
conceptsTo do sois themainobjective of this paper

This exerciseis of theoreticaland practicalimportance because
not only is this issueof centralityto DAI, but implementedsystems
involving the intentionsof teamsnow exist, e.g.,STEAM [19] and
ARCHON [12]. Becauseof the limitations of the presentheories,
existing systemswereforcedto inventadditionalrepresentationt
effectively capturehesocialdimensionBy includingthisin ourthe-
ory, we canhopeto offer amoreaccurateandimplementabléheory
which will facilitate the designes task while providing rigor and
flexibility . We motivatea setof definitionsof intentionsof teamshat
combineaspect®f previouswork onintentions coordinationsocial
commitmentsandstructure.

SocialStance. Two powerful andwell-knowvn waysof looking at
ageng arethe intentional stance[6, 14], andthe knowledg level
[15]. Theseapproachekegitimize theascriptionof intentionsto com-
plex physicalsystemsWeimplicitly adopttheseapproaches defin-
ing theintentionsof teams.
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Traditionally the intentional stance superenes of the design
stanceandtheknowledgelevel onthesymbollevel. However, in the
caseof teams this hierarchyis lessclear Although a teammay be
viewedasasingleagentthememberof ateamexistindependently
and are themselesintentional.Intuitively, when a teamis opened
up with the designstancewe find not meremechanismshut other
agentssomeof which may be teams For this reasonwe introduce
thesocialstanceor level, which playsa centralrole in ourapproach.

Justastheintentionalstancgustifiesmentalconstructsthe social
stanceenablesocialones suchassocialcommitmentsFor simplic-
ity, we take the socialstanceasincludingorganizationabspectg2].

We take the notion of individual agentsas given, and presenta
recursve definitionof teamswhich arealsotreatedasagents..

Mutual Beliefs. Traditionaltheoriessuchas[13, 11], involve the
notion of mutualbelief (essentialljthe sameascommorknowledg
for our purposes)Roughly a setof agentsmutually believe p iff
eachof thembelievesp, andeachof thembelievesthateachof them
believes p, and so on, ad infinitum [9]. Traditional approachese-
quiremutualbeliefsamongtheteammembersessentiallyto achiere
the effect that canbe more simply attainedthroughsocial commit-
ments.In fact,it is knowvn thatin settingswith asynchronousynreli-
ableor unboundedlydelayablecommunicationmutualbeliefscan-
not be created.They exist only if presentfrom the start[4]. Thus,
mutual beliefs are usedprimarily to establishimpossibility results
for distributed computingprotocols.lt is puzzlingthatthe basisfor
impossibility resultswould form a cornerstonef theoriesthat seek
applicationin realenvironments!

Exodeixis and Endodeixis. The presenceof structurein teams
causesa systematicvariation in meaning,which hasled to much
confusionin someprevious work. In onesensethe intentionsof a
teamapply outsideof theteam.Thesearetheintentionsof theteam
asviewedby otherswho effectively view theteamasasinglemono-
lithic autonomouentity. This is the sensehatis suggestedh state-
mentssuchas“North Koreaintendsto invadeSouthKorea® In an-
othersensetheintentionsof ateamapplywithin theteam.Theseare
theintentionsof the teamasviewed by the teamitself or by others
with aninterestin theteams composition Herethe teamis thought
of ashaving structure Further the memberof theteamarecommit-
tedto theintentionsof theteamandmaycooperateccordingo their
roles.Thisis the senseahatis suggestedh statementsuchas“The
North Koreandntendto invadeSouthKorea’

We introducethe term exodeixis(from exo- “outward” anddeixis
pointing)for the first phenomenormandendodeixigfrom endo-“in-
ward”) for the second.The correspondingntentionsare called ex-
odeicticandendodeicticrespectiely.



Organization. Section2 introducessomebackgroundmaterial.
Section3 formalizesteamstructure Section4 presentsa formaliza-
tion of intentionsasmotivatedabove. Section5 presentseveral pos-
tulatesconcerningeamintentionsandstructure andshav which of
our formal definitionssupportwhich postulatesSection6 concludes
with adiscussion.

2 Interaction-Oriented Programming

The presentapproacHits naturallyin our ongoingresearctprogram
of interaction-orientedprogramming(IOP). IOP is aboutabstrac-
tionsandtechniquedor programmingnteractionsaamongagents|t
hasthreelayers,from lowerto upper:

e coodination which enableghe agentso operaten a shareden-
vironment

o commitmentwhichreflects¢hesocialstancecapturingheagents’
obligations socialstructureandnorms

e collabomtion, which combinesthe intentional and the social
stances.

Someinformal conceptssuchascompetitionmaybe classifiednto
differentlayers:bidding in an auctionrequiresno more than coor
dinationamongbiddersand fairly rigid commitmentshetweenthe
biddersandtheauctioneewhereagommerceénvolvesflexible com-
mitments andnegotiationinvolvessophisticategrotocols Teamin-
tentionsresidein the collaborationlayerandbuild on top of coordi-
nationandcommitment.

2.1 Coordination

Recognizinghatthe agentswill bedesignedy differentpartiesand
will behae autonomouslywe requirethatonly limited knowledge
of theagents constructiorbe usedin coordination.This knowvledge
is the form of a compactskeletonfor eachagent,which includes
its publicly visible eventsalong with constraintson whetherthey
canbereorderediriggered or prevented Coordinatiorrequirements
areformulaeexpressingelationshipsamongevents.Theformal lan-
guageis simple, but can be processedutomaticallyto ensurethe
occurrencer mutualorderingof eventsto satisfythe statedrequire-
ments.

Our specificatiorlanguages propositionalogic augmenteavith
the befoe (-) temporaloperator Befoe is essentiallya dual of the
more corventional “until” operator R3 suggestsan enablingcon-
dition or a dataflow from e to f. Table 1 presentssomecommon
examples.Relationshipamay involve multiple events.R8 captures
requirementsuchasthat if an agentdoessomething(e), but an-
otheragentdoesnot matchit with somethingelse(f), thena third
agentcanperformg. Thisis atypical patternof coordinatiorwhere
an agenthandlescontingenciesesultingfrom the otheragents’ac-
tions. Additional detailsof semanticsand processingare available
elsavhere[17].

2.2 Commitments

Agentscancommitto eachother Thedebtorcommitsto thecreditor
to bring aboutthe discharge condition Commitmentsareformedin
acontet, whichis typically theenclosingeam:

Definition 1 The formula C(z,y,p,7) denotesa commitment,
wherez is the debtor y the creditor 7 the contet, andp the dis-
chage condition.
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Operationson Commitments. Theseinclude:

O1. Createinstantiates® commitment;t is typically performedasa
consequencef anagentadoptingarole or by exercisingasocial
policy (explainedbelow).

02. Dischape satisfiesthe commitment;it is performedby the
debtor concurrentlywith the (possibly physical) actionsthat
leadto thegivenconditionbeingsatisfied.

03. Cancelrevokes the commitment.lt can be performedby the
debtor

04. Releaseessentiallyeliminatesthe commitment.This is distin-
guishedfrom both dischage and cancel becauseeleasaloes
not meansucces®r failure of the given commitmentalthough
it lets the debtoroff the hook. The releaseaction may be per
formedby the context or the creditorof the givencommitment.

05. Delggateshifts the role of debtorto anotheragentwithin the
samecontet, andcanbe performedby the nev debtoror the
contet.

06. Assigntransfersa commitmentto anothercreditor within the
samecontet, andcanbe performedby the presentreditor (if
authorized)r the context.

Througha minor abuseof notation,we write the above operations
alsoaspropositionsjndicatingtheir successfuéxecution.

SocialPolicies. Theseareconditionalexpressionsnvolving com-
mitmentsand operationson commitmentsPoliciesare useful, be-
causethey leadto a decouplingof the decision-makingamongthe
agentsTheseareessentialljlike operatingoroceduresn generabr-
ganizationsEachparty canactwithout having to confirm every de-
cisionwith others,unlessthe policiescall for explicit confirmation.
Agentscancommitto socialpoliciesthemseles, resultingin meta-
commitmentsSocialpoliciesarethe basisfor the commitmentsin-
cludingthecommitmentshatareinstantiatedvhenateamis created.
Ultimately, thesepoliciesmustbe rootedin the societyfrom which
theagentsaredravn to composeteam.

3 TeamStructure

Oneof themostimportantaspect®f teamsis their structure Teams
typically have severaldistinctroles.Both the exodeicticandendode-
ictic intentionsof ateamareconstrainedy its structure.This obvi-
ouspointis worthemphasizingpecausé hasbeenignoredby previ-
ousapproacheur approactadmitstwo aspect®f teamstructure,
in termsof commitmentandcoordinationrespectiely. Botharerep-
resentedvia theinteractionsamongteam-members.

Committed Interactions. Certainhigh-level interactionsamong
team-membersccuratthelevel of their socialcommitmentdo each
other Theseinteractionsinvolve the operationson commitmentsas
describedn sectior2.2.Mostoperation®ncommitmentarecarried
out throughillocutionary actsbetweeragentq1]. Theseoperations
occurin acontext wherethe agents’prior commitmentsncludethe
applicablesocialpolicies.

Coordinating Interactions. Anothersubclasf interactionsin-
volvesthe establishmenof variousconditionsin theworld by some
membersthat other membersrely on. Thesecould be becauseof
constraintof the physicalervironmentor becausehe membersare
falling into varioushabitsthathave notyetbeenraisedto thelevel of
explicit socialcommitmentg20].
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| | Name | Description | Formal notation
R1 | eisrequiredby f If f occurse mustoccurbeforeor after f eVf
R2 | e disablesf If e occursthen f mustoccurbeforee eEVfVS-e
R3 | e feedsor enablesf f requirese to occurbefore e-fVf
R4 | e conditionallyfeedsf If e occurs,it feedsf eVe-fVf
R5 | guaranteeing enablesf £ canoccuronly if e hasoccurredor will occur eNfVEANTS
R6 | einitiatesf f occursiff e precede#t enfVe-f
R7 | e andf jointly requireg If e andf occurin ary order theng mustalsooccur | €V fV g
R8 | g compensatefor e failing f | if e happensnd f doesnot,thenperformg EVIVAGVeAGVTS

Table1l. ExampleCoordinationRelationships

TeamsFormalized. Thefollowing definitionformalizesthe intu-
ition thatthe structureof ateamis reflectedn the constrainton the
interactionsof its members.

Definition 2 Ateamr 2 ({z1,...,z,}, S, R), wherex; areagents,
S is asetof socialcommitmentamongz;, and R is the setof coor
dinationrelationshipsamongz;.

Thez; arethemembes of 7 (notatedy; € ™). To bemoreprecise,
we would defineabstracteamsn termsof theirroles,andinstantiate
theroleswith agentsin orderto createconcreteteams.Herewe go
directly to concreteteamsfor expository ease,andto save space.
Mary of thecommitmentsarerealizedthroughcoordinatioractions,
but coordinationrelationshipscan exist that are not explicitly part
of the commitmentsThe implicit coordinationrelationshipsanbe
lifted into propercommitmentswhen the teammatures.Sincethe
coordinationcomponents usedwithin the commitmenicomponent,
R canbeemptyevenin nontrivial caseshut S is emptyonlyin trivial
teams.

Examplel A soccerteamis a teamwith 11 players(in different
roles).Theplayersarecommittedto eachotherandtheteam.e.g.,

o thegoal-keepemill obstructary attemptsat puttingtheball
in thegoalhedefends

o the centerleft will obey the centerforward’s signalto ad-
vance,i.e., the signalcauseghe creationof a commitment
to advance

e eachplayerwill rushbackto defendf theopposingeamhas
a cornerkick, i.e., the cornercauseghe creationof a com-
mitmentto returnanda releasdrom ary prior commitment
to adwance.

Thereare coordinationrequirementainderlyingthe commitments,
e.g..thecenterleft will stayto theleft andbackof thecenterforward
while obeying his signal. Somerequirementsnay not be explicitly
committedto, e.g.,the centerleft rushegdo assisthe centesforward
if thelatteris surroundedbut that’s just on his own accordl

More comple teams.e.g.,in businesorganizationswould usethe
otheroperationon commitmentaswell.

4 Teamlntentions

We motivatedthe distinctionbetweerendodeictiandexodeicticin-

tentionsof teamsin sectionl. We now give formal definitionsfor

theseconcepts,and comparethem with regardto sometechnical
propertieghatinvolve themandthe structureof teams.
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4.1 Formal Framework

Our formal framework is the usualformal languageand modelin-
volving branchingtime and actions.We only have spaceto cover
thisinformally; for adetailedexposition,pleaseconsult{18]. Briefly,
the model, M, consistsof momentsarrangedaccordingto tempo-
ral precedencén a branchingstructure Eachmomentrepresents
possiblestateof the world (andhasassociatedntentionsand com-
mitmentsof eachagent).Eachbranchor path (rootedat a moment)
representa possiblesxecutionof themultiagentsystemandits envi-
ronmentThepropositionabperator@restandardFor simplicity, we
do not highlight the temporaloperatorof the languageandassume
they areincludedasneededn the propositions.

We definemodalaccessibilityrelationsfor intentionsI andcom-
mitmentsC. The formerfollows the developmentof [18]; the latter
generalizesheconstructiorin [8] to allow anexplicit socialcontext.
I(z,t) givesthe pathsthat are “intentional-alternaties” for agent
x at momentt. Thisis assumedo be definedonly for individuals.
C(z,y,T,t) givesthe “commitment-alternatie” pathsthat reflect
thecommitmentf « for y in context .

We stipulatethatthe notionsof exodeicticandendodeictidnten-
tionscoincidefor individuals.An individual intendsp (zlp) iff p oc-
cursonall pathsthatareintentional-alternatiesfor him atthe given
moment.An agentis committedto anotheragentin a given context
for p iff p holdson all commitment-alternate pathsfor the given
creditor context, andmoment.

SEM-1. M | zlpiff (VP : P € I(z,t) = M FEp: p)
SEM-2. M = C(z,y,7,p) iff (VP : P € C(z,y,7,t) =
M |=p, p)

We assumehatthe semanticdor setsof commitmentsandsetsof
coordinatiorrelationshipss given.

Definition 3 [R] 2 the setof pathson which the coordination
relationshipsn R aresatisfied.

Definition 4 [S] 2 thesetof pathson whichthecommitmentsn
S aresatisfied.

4.2

Sothatwe canmale logical claimsuniformly atall levelsof anested
team,we seekto presere the basicnatureof Sem-1.Anotherrea-
sonfor preservingsymmetryis thatoftenthe changdrom viewing a
systemasanindividual to viewing it asateamis anecessargtepin

Intentions Formalized
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designingor analyzingthe given system We surelywould not want
all of our claimsaboutthe intentionsof the systemto be automat-
ically invalidatedwhenthat happensalthough(aswe describedn
sectionl) someadjustmenimay be necessaryo accommodat¢he
structureof ateam.

Consequentlyto checkwhetherateamr intendsconditionp, we
carryout the samebasicstepsasfor a singleagent,addingcommit-
mentandcoordinatiorrequirementspf course:

o |dentify the setof admissiblepathsthatsatisfy
— theintentionsof thememberof =

— the coordinationrequirementson the membersimposed by
theirmembershipn 7

— the commitmentrequirementson the membersimposed by
theirmembershipn 7

e Checkwhetherthegivenconditionp holdson eachof thesepaths
o If it does,r intendsp; otherwise doesnotintendp.

Theabore schematids appliedto eachof thesensesf theintentions,
althoughsomeof thetestsaremodified.Becaus@ur definitionscon-
siderthe necessargonsequences admissiblepathsthey arefairly
strongandeliminatecontingentlysatisfiedconditions Moreover, the
definitionsdependon theintentions coordinatiorrequirementsand
commitmentsof the membersThereis no implicaturethat a team
will succeedvith its intentions.

Below, we definesetsof pathsl,, I,,, andI; for teamsEachdef-
inition recurse®n the structureof teams;for each the basecaseof
individualsis setto I. Thesesetsof pathscapturethe differentse-
manticsof intentions.

Exodeictic Intentions. A teamr exodeictically intendsp iff p
holdson all pathsthat satisfythe exodeicticintentionsof the mem-
bersof 7, andsatisfytheteamstructurerequirements.

Definition 5 I.(r,t) 2 () I.(z,t) N [S] N [R]

zeET™

SEM-3. M ¢ zlep iff (VP : P € Ie(z,t) = M [Ep,: p)

A teammay exodeictically intend conditionsthat arisefrom the
combinationsof the members’intentions(and the teamstructure).
For example,if two memberdntenda Vv b anda V —b, thentheir
teammay intenda, which neitherhadintended.

Endodeictic Intentions. A teamr endodeicticallyintendsp iff p
holdson all pathsthatsatisfythe endodeictidntentionsof themem-
bersof 7, satisfy the teamstructurerequirementsand requirethat
thememberarecommittedto 7 to bringaboutp.

Definition 6 I, (7,t) 2 (U, c,m In(z,H) U, c,m Clz, 7, 7,1))N
[S1N[R]

SEM-4. M 4 zlapiff (VP : P € I,(z,t) = M Epy p)

It is usefulto distinguishanothemotion of endodeictidntentions
thatwe termjoint intentions.Here we additionallyrequirethat the
memberde committedto eachotherto bring aboutp.

Definition 7 L;(r,t) & (UacE'rm Li(z,t) UUmErm C(z,r,7,t)U
U. oo C(a,,7,8) N ST N R]

SEM-5. M ¢ zljpiff (VP : P € I;(z,t) = M [Ep: p)
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Notice that the abore definition for the endodeicticintentions
unionsin setsof pathsreflectingthe members’commitmentsAc-
cordingto our semantiaefinitions,this meanghatp mustholdin a
largersetof pathsin orderto be consideredntended Thus,we have
thatzljp entailszl.p, which entailszlep.

5 SomePostulates

Oneof the waysin which theoreticalapproachesnay be evaluated
is by determiningwhich postulateghe given definitionssupport.in
light of this, the formal consequencesf our definitionsareimpor
tant.We next statesomepostulatesisingageneridntentionoperator
I, whichis replacedby a specificoperatotle, In, or I; to determinef
they satisfythegivenpostulate.

P1. Singleton Teams(ST). Are the intentionsof a single-member
teamidenticalto thoseof its solemember?
= zlpe ({2}, 0,0)lp
For example let Bill intendto goto Italy. Thentheteamformed
out of Bill aloneandwith no restrictionsalsointendsto go to
Italy. Only Il supportsthis in general but with the weak addi-
tional assumptiorthat the commitmentsof a team-membeto
theteamareintendedby him, I, andl; alsosupportit.

P2. Temporal Coherence(TC). Doesa teamintend the tempoal
combinationof theintentionsof its membes?
E(zlpAylgA(z,ye ™)) = Tl(pAg)

If Al intendsto hanga pictureandBo intendsto hanga mirror,
thendoestheir teamintendto hangboth objects?This holdsfor
le, butis invalid for I, andl;, sinceit is possiblethatno member
is committedto hangingboth objects.This postulateis related
to theintuition thata teammight not internally intenda conse-
guenceof its intentions.

P3. Strong Upward Closure (SUC). Doesa teamintendwhatany
oneof its membes intends?

E@z:zer™ Azlp) = 7lp

An exampleof this postulatds the following. If a platoonof an
army brigadeintendsto control a major bridge, thenthe army
brigadeintendsto controlthatbridge.Only l. supportghis.

P4. WeakUpward Closure (WUC). Doesa teamintendwhatall of
its membes intend?

ENVz:zer™ s zlp) > r7lp

For example,if all playersin a soccerteamintendto win, then
the teamintendsto win. Only l. supportsthisin general but if
commitmentgo the teamareintended,thenl, (but still not I;)
supportst.

P5. Weak Nonemegence(WN). Is ead intention of the teamdi-

rectlyreflectedasan intentionof at leastoneof its membes?
Erlp— (3z:zer™ Azlp)
If WN fails, thenin effect, the intentionsof a teamarestrongly
emegent,in thathomembeiof ateamhasthesameintentionsas
theteamitself. WN is not valid for ary definition of intentions,
becausehe teams intention may be dueto a combinationof
its membersintentions.For example,neitherAl nor Bo abore
may intendto hangboththe pictureandthe mirror. WN fails in
general,becauseof S andR, butif S = ¢ andR = 0, and
commitmentgo the teamareintended thenit holdsfor I, (but
notfor l. andl;).

P6. Strong Nonemegence(SN). Is ead intentionof the teamdi-
rectlyreflectedasan intentionof ead of its membes?
Erlp—> Ve:zer™ —zlp)

If SN fails, thenin effect, the intentionsof a teamare weakly
emepgent, in that they are not commonto all membersSN is
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invalid for the samereasonsas WN—the teams intentionmay
be a combinationof its members intentionsasin, e.g.,P2. If
S = 0 andR = 0, andcommitmentdo the teamareintended,
thenit holdsfor I, (but notfor I, andl;).

P7. Consequential Closure (CC). Are the intentions of a team
closedunderlogical consequence?
ErlpAO(p—q) = 7lg
O(p — ¢q) meanghatp entailsg; i.e.,p impliesq at every mo-
mentin M. CC holdshereasfor all otherpossibleworldsbased
approaches/Ne includethisasakind of truth-in-adertising,be-
causdts presencenakesthe formal notiondifferentfromits in-
formal counterpartNote,however, thatonly intentionsfor logi-
calconsequenceareentailed nhotfor materialconsequences.

| | st]7Tc|suc|wuc]|wn]|sN]|cc|

le | + + + + - - +
I | + — — + + + +
Ij + — — — - - +

Table2. PostulateSupported

Theaborve postulatesnvolve severalimportanttheoremsandnon-
theoremsf our theory They helpdistinguishbetweerthe different
sense®f intentionsandhelp relateour modelsto thereasoninghat
they support.Table2 summarizesur resultsfor thethreevariantsof
teamintentionsthatwe formalized.+ indicatessupport,— indicates
failure,and+ indicatessupportwhenwe make the assumptiorthat
commitmentdo ones teamareintended.For WN andSN, we also
assumes = @ andR = 0.

6 Discussion

Thetheorypresentedh this paperefinesandformalizessomeintu-
itions aboutteamintention,especiallyasthat conceptmay be used
in modelingthebehaior of complex teamslt groundgheintentions
of ateamin (1) theintentionsof its membersand(2) their structure.
It allows nestedeams andprovidesa frameavork in which different
usefulsensesf intentionscanbeformalized.

It is interestingthat the above definitionsavoidedthe conceptof
mutual beliefs altogether leaving openthe possibility of realizing
a team-basedystemin a wider rangeof environments.Also, the
above approactcannaturallyaccommodatéhe structureof hetero-
geneougeams,including large teamswhosemembersmay not be
perfectlycooperatie. We believe the notionsof endodeixisandex-
odeixisare applicablein a broaderrangeof situationsthantreated
here for whichthey would needa morecarefulanalysigshanwe de-
veloped.

Therearea numberof importantdirectionsfor furtherwork. One
is the relationshipwith group and individual rationality The con-
nectionbetweenrationality and social conceptsemainsespecially
understudied,althoughsomeconceptualand theoreticaladwances
have beenmade[3, 5].

A relatedissueis abouthow agentamayform goalsof mutualin-
terest[7], or how the membersof a teammay collectively reason
abouttheir intentions.Somenice theoriesof algumentatiorandne-
gotiation are being developed,e.g.,[16]. A closerinvestigationof
thesformsof nggotiationandthecreationandmaintenancef teams
andteamintentionsremainsto bemade.
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Lastly, thereis alargebodyof work onemegentbehaior in mul-
tiagentsystemsg.g.,[10], which gives primag to the behaior of
agentover mentalconceptsWe shaved abore how teamintentions
naturallydependon the coordinatiorrelationshipf the teamsthis
providesa potentiallypoverful meango unitethetwo camps.
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