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Abstract. Referral-based peer-to-peer networks have a wide rangppiita-
tions. They provide a natural framework in which agents celp leach other.
This paper studies the trade-off between social welfardaimkess in referral net-
works. The traditional, naive mechanism yields high sowilfare but at the cost
of some agents—in particular, the “best” ones—being esgdbiAutonomous
agents would obviously not participate in such networksoBwious mechanism
such as reciprocity improves fairness but substantiallyels welfare. A more
general incentive mechanism vyields high fairness with engmall loss in wel-
fare. This paper considers substructures of the netwotletharge and cause the
above outcomes.

1 Introduction

Referral networks are a form of agent-based peer-to-petesyg [1]. Agents in such
networks extensively use referrals to find other agents ¢hatprovide desired ser-
vices. In knowledge-based referral networks, the focushif paper, these services
are primarilyknowledge services [2]. For example, an agent seeking information on a
subject searches for experts on the subject. Each agentaingim set of neighbors,
whom it contacts to initiate a search for experts. Unlike smonventional peer-to-peer
approaches, we model the neighborhood relation as fundaftyeasymmetric: Alice
may not be Bob’s neighbor even when Bob is Alice’s neighbarakesult, each agent
can add or remove its neighbors unilaterally. Further, tlkédgree of an agent may be
larger or smaller than its out-degree, thus leading to @stiang structures in the referral
network.

Overtime, as each agent finds or fails to find experts who aavige the knowledge
services it requires, it may adjust its set of neighbors. Heal adaptations of each
agent cause the structure of the network to evolve. In masgscaf interest, the agents
evolves to form a stable network structure where most orgahés are able to obtain
information more efficiently from the network. When the a#fitcy of individual agents
in the network increases, so does the overall social wetfaitee network.

In order to understand motivation behind an agent’s intemacwe consider two
key properties: performance and fairness. pegormance of an agent at a specific
time measures the usefulness of the surrounding networtket@gent and indicates
how capable the agents in the surrounding network are atiggngvinformation or



referrals. Thedairness experienced by an agent in a network measures how much the
agent benefits from the network relative to how much work ifqrens.

Previous studies on referral networks focus on the prageedf the network as a
whole [2]. By contrast, we study the characteristics of aggrraction and have shown
that in a typical referral network, performance and faienase inversely related. This
results in a structure with high agent exploitation or lowfpamance. Autonomous
selfish agents are not motivated to participate in such mgeth addition, if we as-
sume that most autonomous agents are selfish, their wedllosimlly takes precedence
over the welfare of the network. In our study, we attempt teroeme this problem
by experimenting with settings that create a network witthdogh performance and
fairness.

Specifically, we model and consider three settings: PHilaply, Reciprocity, and
Incentives. Undephilanthropy, our default typical network [2], agents help each other
whenever they can. Undeeciprocity, agents only help those who have helped them
or whom they expect will help them. Undicentives, agents help others based on the
incentives they receive from helping others; they can teagd incentives for their own
searches, thus improving the value they obtain from the ortw

Contribution. Through simulation, we find that Philanthropy is naive whaltbough
agents are successful and show high performance, the daiofehe network suffers.
Some agents are heavily exploited. Reciprocity creates adéawvork but the agents
achieve low performance and are often unable to find the exjpethe network. Incen-
tives gets the best of both worlds: it yields fairness aloiity Wigh performance.

Organization. Section 2 describes the specifics of our study, includingiperimental
setup and the key metrics. Section 3 describes the resulte afxperiments and the
discussion. Section 4 concludes with a discussion of tleealitire and some future
directions.

2 Technical Framework and Definitions

We can model a referral network as a directed graph each o$evhodes represents

an agent and each of whose edges represents an agent (aigthg lmaving another
agent (at the target) as a neighbor [3]. Each agerpertise describes what knowledge

it possesses and iisterest determines what knowledge it seeks. Each agent generates
outgoing queries based on its interest. Each agent maynd$p@n incoming query by
giving ananswer based on its expertise orreferral to one of its neighbors. An agent
who sends out a query and receives a referral may, at itsetiiser follow that referral

by sending the same query to the target of the referral.

The performance of an agent reflects the good answers it caivego its queries.
Clearly, an agent’'s performance depends on its neighbooslffa the setting, as we
explain below). To explore the structure of the networksrestrict each agent to have
a small number of neighbors. Thus agents adapt to seledhbaig that would yield
them improved performance, in the process causing the mlestiucture to evolve.

An agent’sacquaintances are the agents with whom it has interacted. Each neigh-
bor is also an acquaintance. Each agent maintains modelshhiacterize the inferred



expertise andociability of each of its acquaintances [4]. The inferred expertise gen
erally would not equal the actual expertise of the acquat@aThe sociability of an
acquaintance corresponds to the presumed usefulnessaddbaintance in leading to
a good answer to a prospective query.

Each agent evaluates the answers (if any) that it ultimatstgives to its query.
It upgrades the expertise of an agent that produces a goegeaasd simultaneously
upgrades the sociability of the agents on the referral clegiding to that agent. For
bad or no answers, it downgrades the expertise and sotyabéispectively. Based on
updates to its acquaintance models, an agent may modititd seighbors, in essence
promoting some acquaintances to be its neighbors and degrexime neighbors to be
mere acquaintances.

We use following metrics in our analysis.

— X: Set of agents

— FE: The neighborhood relation

— N, ={j: (4,j) € E}: Set of neighbors of

— H; ={z: (z,j) € E}: Set of agents of whomis a neighbor
— path(i, j): The path length of the shortest path fromo ;

— I;: The interest of agent modeled as a vector of dimensian
— FE;: The expertise of agenf modeled as a vector of dimensian
— 05, Agentj’s sociability of agent

The similarity between two vectors of dimensioiis given by
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The Euclidean distance between two vectors of dimensisgiven by
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The performance experienced by agertis the summation of the contributions made
by agents in the surrounding network. We define this as agétiti a path of length
log(|X|) from agenti. In most cases, these are the agents that provide respanses t
agenti. Agentj’s contribution to agent's performance is [2]:

I, ® FE;
LBk 3)
path(i, j)
The above metric reflects how similar the expertise of theesge the surrounding
network is to the agent’s interest. The more similar the In¢agents are the better it

is for an agent. For instance, if Agent A is interested in rnasid obtains high perfor-
mance, this indicates that agent A's surrounding networkaios experts in music.



Thesociability of an agent with respect to agentmeasuress usefulness tg. Agents
that provide useful referrals tend to be rated at high sdiatalues and vice versa.
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(4,9)EE

Interest Clustering measures whether the cliques formed by the agents reflechoom
interests among them [2]. Below(i) compares’s interest with agents who arés
neighbors and haveas a neighbor. Informallyy(¢) is high if the neighbors of are
neighbors with each other and have similar interests. B&low N; U H; is the set of
agents that are either neighbors afr of whom: is a neighbor.
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PageRank measures the authority of an agent in the network [2]. An Bg@ageRank
depends on the PageRank of the agents of whom it is neighberPigeRank of each
agentis divided equally among its neighbors, which makesl#finition recursive. The
following simplified definition of PageRank is adequate far purposes and used to
mesure authority under reciprocity.

Pi)= Y T ©
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The Relative Performance measures the benefit an agent receives as from otherseelativ
to the benefit it provides others. Belgywandg; are help taken and given, and equal the
number of good responses received and sent, respectively.

R(i) =t; — gi (7)

3 Experimental Results

We conducted a simulation study based on the above frame®wéety agent is mod-
eled with an interest and an expertise which remains conetar the course of the
simulation. The network is seeded with each agent havingsbitial neighbors. Con-
strained only by the setting in effect, as described belogaigents generate queries in
each round and exercise the referral process for each gitesyefore, we can reason-
ably compare the results across the three settings deddrébew.

Philanthropy places no restrictions on an agent's interactions. Eachtaj@ays helps
other agents whenever possible irrespective of how udaeéubther agents are to it.



Reciprocity is a variation of Philanthropy. The key difference is thathviReciprocity,
each agent helps only those agents in the network that hare lmdpful to it in the
past or have high PageRank (which we use as a surrogate fatatigm). Reciprocity
ensures that agents who do not contribute to others evintesses to benefit from
others.

If reciprocity is applied myopically, it has the risk of ldad to agents not helping
each other [5], because one failure by one agent to help adegent is enough reason
for the second agent to stop helping the first. To preventifgshave each agent main-
tain the prospective value of each of its acquaintances Vdiue is adjusted upward
based on good responses and downward based on bad resatdeagent classifies
its acquaintances into three primary groups and interaititse@ch group differently.

— High value. The agent responds to queries from high-valeatagwith direct re-
sponses if possible or referrals.

— Medium value. New acquaintances often fall into this catggbhe agent provides
referrals but not answers.

— Low value. The agent disregards their queries unless thayige a referral from
one of the agents’ neighbors, in which it responds as usual.

Incentives is based on the idea—thinking of the incentives in monetarmms—that
each agent pays for each response it receives. Each agéms béth a fixed endow-
ment. But since each agent needs money to conduct a seaectis agho help others
continue to have funds to search, whereas agents who arelpéilreventually exhaust
their endowments.

For a referral, an agent pays based on the quality of respeeséved from the
referral as well as the position of the referral in the refechain. For a direct answer,
the payment is predetermined. If two agents provide the gasponse, the response
with the shorter referral chain is chosen. If this is not flulses the agent computes
the similarity between its interest and the responding &gerpertise and chooses the
response from agents with higher similarity. This is the sanethod adapted when
agents do not have sufficient money to purchase all the resgaerceived.

3.1 Agent Performance

We analyzed the outcomes of performance and fairness ireeraehetwork based on
three settings introduced above.

We expect that, as agents interact more in the network, tbe#l performance
increases and they locate the experts in the network. Mergthe performance of an
agent directly affects the manner in which the agent interand determines how its
surrounding network evolves.

Figure 1(a) compares the performance of agents in the tliffeestht environments.
Philanthropy yields higher local performance for most dgérteracting in the network.
Under Philanthropy, agents respond to each other freelys Each agent receives the
best responses that it can from its surrounding network.itidlly, the number of
interactions in the network is high.



Figure 1(a) also shows that under Reciprocity, the perfogaaf each agent is
significantly lower because fewer interactions take pl&bés is especially so for agents
who do not contribute to the network.

Under Incentives, the number of responses an agent redsipesportional to the
number of responses it gives. This is as in reciprocity. Hamehe agents don't need
to have reciprocally matching interests with another ageotrder to help them. The
incentives can be traded in for responses from any agentagaets, therefore have
higher performance than when they are in a network definddRetiprocity.

‘ — Philanthropy — Reciprocity flncentives‘ — Philanthropy — Reciprocity — Incentives
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Fig. 1. Performance and fairness for a network of 100 agents; theeX ase agents sorted best to
worst with respect to the Y axis for Philanthropy

3.2 Agent Performance and Clustering

The agents that have low performance are those that showrttggkest clustering and
high cliquishness.

Figure 2(a) shows a common network structure for a low periog agent, called
A. Network structures like these evolve over the course efdiimulation if agents B,
C, and D have similar interests as agent A. The interestatingt for agent A is high
because the neighbors of agent A also have A as a neighboedvier, A has a small
surrounding network. The number of agents that are a distahone from agent A
is the same as the number of agents that are a distance ofdmoitirTherefore, the
number of agents that A can reach is small and does not irecreash over the course
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Fig. 2. Understanding the effects of Philanthropy: (a) Low perfimgragents show high interest
clustering and cliquishness; (b) Situations where agaetexploited

of the simulation. The diminished size of the surroundingvoek causes a drastic
reduction in A's local performance.

3.3 Fairness

The net benefit perceived by an agent is measured as relatif@mance: the number
of responses the agent receives minus the number of respibpseduces. A fair net-
work is one in which all agents are treated fairly. That igithelative performances
are not widely distributed, which means each agent obtaietative performance that
is close to zero. An unfair network means that some agentseing exploited—they
are the ones who do more work than they receive.

Under Philanthropy, agents may not receive sufficient relmthe others. An agent
may receive few or no responses, or responses of poor quftyre 1(b) depicts that,
under philanthropy, over 20 percent of the agents in the ordtwbtain low relative
performance compared to other agents. This is depicteddspitead of the data points.
In our simulation, relative performance ranges from -15 %0 High negative values
point to agents who are performing more work than they recieithe network. These
agents are primarily those with high expertise values oh Bigciability values. Other
agents gravitate toward them. As the exploitation of thenegjimcreases, it leads to an
additional problem in the network—the formation of biptrgraphs similar to the one
shown in Figure 2(b).

Figure 1(b) shows that Reciprocity and Incentives resdtfair network. The range
of the relative performance of the agents in the networkdsex together on the vertical
axis. The difference between the fairness values of botimgstare very small. This is
because both Reciprocity and Incentives control agenidation and this enforces fair-
ness. With Reciprocity, an agent only responds to thosetagleat have been helpful
to it in the past and the responses given are usually good.afyent that is not help-
ing others receives limited help from others. No agent idatqul excessively. Under
incentives, each agent that does not answer questionstcasinany in return.
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Fig. 3. Social welfare and Unfairness: for Philanthropy, Recifiyoand Incentives respectively

While Reciprocity and Incentives both result in a fair netkydhe number of in-
teractions in the two models are significantly differentciReocity has the effect of
reducing interactions. This results in formation of digjairoups of agents. Over time,
the cliquishness of the network can become much more pramalthan under Philan-
thropy. We observe that often the network splits into dismarted components. This is
because agents choose to help only a select number of agéngsrietwork.

The social welfare of a network is the summation of good responses received by
all agents in it. Figure 3 compares the three settings ingehsocial Welfare. Under
Philanthropy, every agent answers queries even from agfesithiave never helped it
and therefore, Social Welfare is high. Under Reciprocitgigl Welfare is significantly
lower than the other two settings. This is caused by the mdiirteractions. Under
Incentives, agents may ask questions as long as the theyrtney. As the agents find
the experts in the system, they can obtain responses foreg@eheate since the referral
chains for the responses are shorter in length. Therefoeg, pay less for referrals
and this increases the number of questions that can be asletierefore, the Social
Welfare increases too.

When social welfare is compared with the degree of unfagriassn Figure 3 in the
network, the incentive model emerges as superior in rdfeetaorks.

3.4 Performance and Fairness of Expert Agents

Fairness and Performance is specially important for esperthe network. These are
the most valuable agents in our network and without theitigipation, the efficiency



of the entire network would fall. The performance of the expearies under the three
settings. Figure 4(a) shows the performance of the top twexperts under each set-
ting. Most experts perform best under Incentives, in thedteidnder Philanthropy, and
worst under Reciprocity. Under Incentives, as expertsigdemanswers, they earn money
and can ask more questions. Consequently, experts intecaetand are able to receive
a larger number of responses than the nonexperts. Howeiginteresting to note that
there are a small number of experts who are different. Thaserts show higher perfor-
mance under a Philanthropic setting than an Incentive basedin both Philanthropy
and Incentives, the contribution of these agents to thear&tdoes not alter. However,
they have an added advantage in the Philanthropic netwack shey benefit from their
neighbors being exploiters and therefore indirectly eiither experts themselves.

Additionally, figure 4(b) shows the relative performanceltdse agents. Since the
dispersion of relative performance of the expert agentsiswe can conclude that they
perform much better in terms of fairness with Reciprocitg dncentives, than Phi-
lanthropy. Agent exploitation has been significantly reetlicTherefore, autonomous
agents who are classified as experts would prefer to paatieip a Incentive setting as
opposed to a Philanthropic one.
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Fig. 4. Performance and Relative Performance for a network of 1@dtag(a) Performance of
top 20 experts sorted best to worst for Philanthropy; (bjRed Performance of top 20 experts
sorted best to worst for Philanthropy



4 Discussion

Philanthropy results in networks where on average the agesrform well. However,
the fairness of the network is reduced and, in particulargikperts are exploited. This
often results in bipartite communities.

Reciprocity results in a network that shows high fairnessltw social welfare.
A fundamental shortcoming of Reciprocity is that it dealdyonith two-party inter-
actions. For instance, if agent A fails to help agent B, therarctions between the
two would mostly not proceed (unless there is a referral fesrother party). In other
words, Reciprocity works best when two agents are such #wdt ean help the other.
Since such pairs of agents may be rare, a lot of potentiahbegiue is lost.

By contrast, Incentives naturally supports “trade” betwewiltiple parties. This is
why Incentives yields the best of both worlds. Under Inogrgtj we obtain networks
with high agent performance. In particular, we find that etgperform well without
being exploited.

4.1 Literature Review

Yolum and Singh [2] studied the emergent properties of raferetworks with respect
to the policies of agents for giving referrals or answersreHge focus on the two
properties, fairness and performance. We consider hovetioises in different settings
and network structures. We focused on creating an envirahim&vhich the welfare of
the network is not sacrificed for the wellbeing of the agermt @ce versa.

In previous studies, researchers have tried to adopt pslibiat enforce agent coop-
eration in a network to decrease exploitation of individagénts. Hales and Edmonds
apply the concept adocial rationality to multiagent systems [6]. Agents in their study
use tags to form socially rational groups and enforce cadjmer among agents in the
groups in the network. Hales and Edmonds extended this miéthstudy cooperation
among agents in peer-to-peer networks. However, by emigtbie tag system we limit
agent interaction for the most part and agents are confinsacial groups. This would
lead to a structure with poor agent performance becauselithéstiness of the net-
work increases and the interaction decreases. Therefiisenbdel does not provide a
solution to our problem. Additionally, in our simulationexgs are unaware of the prop-
erties of other agents in the network and this creates aregntlifferent peer-to-peer
network.

In other studies, the concepts of reciprocity and incestivave been applied to
address the problem @fee riding, i.e., the exploitation of some agents by others. Sen
[5] compared the behavior of Philanthropic agents to Recigtive agents and studied
a probabilistic model of Reciprocity to increase cooperaimong agents. Once again
Sen’s work is limited to focus on the social aspect of ageial®r. He groups his
agent into Philanthropic, Reciprocative or Selfish and carapthe evolving structure.
In comparison, we assume that agents are selfish and théieig is more important
that that of the network. We do not try to create a system ofas@ooperation but
instead create a system where efficient agent interactibiead to social welfare as a
by product.
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Yu and Singh [7] studied a dynamic pricing mechanism with fdeus of study-
ing the properties of incentive based models. In our simadatve keep our incentive
mechanism as basic as possible with fixed pricing policieaddition, we only focused
on how this mechanism affects the performance of agentsredgbect to fairness.

As a variety of policies based on Reciprocity and Incenthase been successfully
applied to the problem of agent exploitation [5, 7-9] in poers studies, we chose to
adopt similar mechanisms in our simulation too. We adoptsdrple asymmetrical
referral network setting based on these policies and facosereating, not only a fair
network but also an effective one.

4.2 Future Work

This paper has opened up several interesting problemsturefwork, we will study
different types of incentives, including a credit-basestsgn that reveals further char-
acteristics of agent interactions. We will consider mixetlings where different agents
may follow different settings. The results of this paperidgadies that results would im-
prove if the agents reasoned based on the incentives todgrovore referrals and in-
creased the number of their interactions. Accordingly, vilestudy settings where we
can incorporate strategic reasoning by the agents to magithe incentives they ob-
tain.
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