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Abstract

Therehave beennumerousattemptsto provide a standardizedliefinition of a computational
agent,but little consensudasemepged. We proposea simpletestfor agenthoodhat canbe
appliedto a putative computationahgent.Roughly this testseekgo capturetheintuition that
anagentis anentity thatcanfunctionaspartof a multiagentsystem.Thetestdependsn the
obsered behaior of the supposedigent,andnot on the internalsof it. We apply the testto
somewell-known kinds of systemsf (supposedagentsanddiscusgheresults.We present
formulationof thetestandsomevariantswith a semanticdasedon sociability Ourtreatment
of agenthooatanthussene asa methodologicabasisfor evaluatingputative agentsandagent
toolkits.

*A previous versionof someof the ideasdevelopedhereinappearsasan instanceof the columnAgentson the Webin IEEE
InternetComputing volumel, numbers, pages’8—79,Septembefctoberl997.



1 Intr oduction

For reasonghatarewell-knovn, computationabgentsaredrawing alot of attentionfrom researcherand
practitioners[Jennings& Wooldridge, 1997; Huhns& Singh, 1999. Eachprojector resultinevitably
includes—implicitly or explicitty—a definition of an agent. Definitions areimportant,becausehey en-
able peopleto communicateand understanceachother Precisedefinitionsare even better becausehey
enableresearcherto comparesystemsand evaluatedevelopmentsand advancements.This is especially
importantfor a youngfield, suchasmultiagentsystemswherethereis active researchundervay at mary
researctcentersaroundthe world. Unfortunately definitionsof agentsabound,andalmostevery research
group hasits own. Several propertiesand definitionsof computationalgentshave beenstudiedin the
literature[Petrie,1996;Franklin& Graesser1997.

Definitions. Gooddefinitionsarenot merestipulations.They seekto capturesomeintuitive, pretheoretic
notions. In the broadsensedefinitionsrepresentinstatecconsensusThereis attimesa lot of interestin
suchdefinitions,but it usuallydissipate$n inconclusie results.For example the definitionsof physicsand
chemistryweredebatedn the 19thandearly 20thcentury but arenotary more.Fortunatelytheresolution
of the broaderconceptds rarelyimportantpracticallyunlesswe arein the midst of a paradigmshift. For
example therearenogooddefinitionsof “life” and“diseas€, but thefieldsof biologyandmedicinecontinue
to flourishanyhow.

Closerto the presentopic, computationwas formalizedthroughTuring machinesput this definition
is beingquestionedy thosewho considerinteraction a key aspectof computatiorthatis not handledby
the traditional definition [Wegner 1997. We supportthe intuition that interactionis crucial, and seekto
incorporatdt belav in ourtreatmenbf agenthood.

Tests. It is widely recognizedhat definitionscan never be perfect[Brachman,1984. This is because
definitionsaremeanto provide necessargndsuficientconditions but they usuallyprovide neitherbecause
of exceptions.The concepof agentsn generakppearso be subjectve andnot crisp.

Consequentlyandespeciallygiventhe early stageof agentgesearchye proposenot a definitionbut a
testfor agenthoodA testwould identify somekey featuresof agentsput withoutary implicationthatit is
necessaryr suficient. However, it canbe usedto contributedto determiningmembershipn the classof
agents.

2 The Agent TestConceptually

Informally, we proposethefollowing test:

A systemcontainingone or morereputedagentsshouldchangesubstantiely if anotherof the
reputedagentds addedo the system.

We believe our claimsapplyto agentsn general However, for simplicity, we drav our examplesprimarily
from softwarewherethe behaior of the systemanodeleds expressibladiscretely The above testrequires
someelaboration:



e By substantiely, we do not meanthat the systemwill simply slov dovn becauseanothersoftware
processs running,but thatthe reputedagentswill someha be avareof eachotherandadjusttheir
behaior accordingly

e The addedagentmustbe of the sametype asthe reputedagents. Thatis, it shouldhave the same
architectureandfunctionality althoughit might have differentgoals,knowledge,or beliefs.

e The existing and addedagentsdo not necessarilyhave to communicate. Nor do they have to be
autonomouspersistentor intelligent,althoughthesequalitieswould help.

Hereis how to applythetest. Supposehe agenthooaf apieceof software, X, isin question According
to theabove test,we would performthefollowing (mental)experiment.Imaginethattherearetwo instances
of X. Theteststateghatif X is anagenttype,eachinstanceshouldbehae differentlyin the presencef the
otherinstancghanwhenit is alone.If it doesnt behae ary differently thenX is notanagent.

Theagentestwould passtheDistributedVehicleMonitoring Testbed DVMT) [Lesse®’ Corkill, 1983
anddistributedsensonetagentspassheagentsin WARREN [Decleretal., 1997, fail mail daemonstail
spreadsheet@ndothersoftware programghatjust act on behalfof a user which is a commondefinition
for anagent),andfail simpleJava applets.Thetestis independentf the mobility of theagents.

For example thedistributed VehicleMonitoring Testbed DVMT) [Lesser& Corkill, 1983 is asystem
of agentsthat sensetheir ervironmentfor the presencef moving vehicles. After detectingthe possible
presencef a vehicle,theagentcommunicatavith eachotherto resohe ambiguitiesyefinetheir estimates
of vehiclelocations,andeliminate“ghost” vehicles. Whena suspectedehicle entersa region wherethe
coverageof two or moreagentoverlapstheagentcooperatén confirmingdetectiorof thevehicle.Where
the coverageis adjoining,the agentscooperaten determiningthe extendedpathof the agent. The agents
communicatgossiblevehiclelocations partial paths,andraw sensorydata.

If anothersensingagentis addedto DVMT, the new agentwould help in confirming or eliminating
vehicletracksproposedy the otheragentsthusaffecting their behaior, and mostlikely improving their
performanceTheseareagentsaccordingo the Agent Test.

The blackboard-basedistributed HEARSAY-II [Ermanetal., 198( is a systemof agentsfor speech
understandingThe agentsarespecializedwith someperformingsignal processingwhile othersare per
forming syntactic,semanticpr prosodicanalysesThe agentsconcurrentlyprocessselectegportionsof an
utteranceandthenexchangenypotheseandresultsvia ablackboardIf anothetexical or signal-processing
agentis addedto the system,t changesvhatgetsput on or taken off the blackboardandthe otheragents
areaffected.Thesealsoareagents.

As a third example, utility-basedagentsfor domainsinvolving the delivery of goods[Rosenschei
Zlotkin, 1994 rely on negotiationmechanismso determinetheir behaior. The negotiationmechanisms
requiredirectinteractionsamongtheagentsn adomain.Any additionalagentof this kind would affectthe
negotiations.Hence theseagentsvould passhe Agent Test.

By contrastfor someinformation-retrigal “agents”thatfind web documentdor a user if anotherone
is added,it would do exactly the samething asthefirst “agent. In fact, the userwould endup with two
copiesof eachdocumentunlessa filter wasapplied. This is becausehe two agentswould be completely
unavareof eachother andcould nottake adwantageof eachothers actvities. Accordingto our test,these
arenotagents.



3 The Agent TestSpecified

Fundamentallythe proposedestis basedon the sociability of agentsas manifestedn changesn their
behaior. How canwe specifythis propertywell enoughthat the testcould be meaningfullyappliedby
ary developeror analyzerof agents.Although the testis not a simple mathematicatesult, the following
discussiorintroduceshe key ideasnecessaryo applyingit in a uniform manner The main components
of the specificationarethe environmentin which the agentsexist, anda formulationof sociability These
arecombinedto yield a statemenbf the test,which canthenbe applied. Somepropertiesandadditional
conceptdollow from this statement.

3.1

The Environment

Considerthe state of an ervironment. This evolves as agentsact and spontaneougventsoccurin the
ernvironment.

The stateof aninformationervironmentis a snapshobf the datastatesof all resourcesthe control

statesof all resourcesandthe relationshipsamongthe resources.The control stateof a resource
typically includeswhetherit is accessiblelocked, openedclosed,enableddeleted visited, andso

on.

An agents actionstypically includelocking files, readingor modifying aresourcesuchasa database
or index, andcreatingresources.

A historyis asequencef ervironmentstates.Thiscorrespondso thehistoryof whathastranspired—
what the statewas at a designatednitial time, and how it hasevolved throughagentactionsand
ervironmentalevents.

A trajectoryof a resourceis a projectionof a history on to the resource. Thatis, it includesthe
component®f theervironmentstatethatreferto thatresource.

A configuation is anervironment,alongwith somesetof programsexecutingin the ervironment.

The geneatedsetof a configurationis the setof historiesthatmay resultfrom thatconfiguration.It
tellsusall thatcanhapperin a configuration.

Ourtestis basedn comparison®f thegeneratedetsof suitablyrelatedconfigurations.

Assumptions. Thefollowing assumptionarecrucial. Thefirst two areaform of realism

The ervironmentcan make spontaneoushangesyhich areusuallynegative. Thatis, thereareno
MaxwelliandemonsIn aninformationervironment,spontaneousventsincludeoccurrencesuchas
a file beinglocked or a CPU beingoverloadedecausaf someunderlyingtasks. An ernvironment
thatspontaneouslyeducedisorderwould be desirablebut ratherunrealistic!

Theernvironmentcannotfake the existenceof otheragentsThatis, thereareno Cartesiardemons.



e Thesuppose@dgentmustbesuficiently delineatedrom theervironment.

¢ Enoughof the environmentandthe softnare—state®f resourcesandactionsof putative agents—
mustbeobserable.

3.2 Sociability Semanticsof the Test

Assumewe are given an ervironmentand somepurportedagent—arnexecutingprogram—thaexists and
functionsin thatenvironment.Whatwould happerif moreprogramsf the sametypewereintroducednto
the ervironment? Obviously therewould be somechangein the behaior of the programalreadythere,
regardlesof whetherthe new programwasan agent.For the programto passour agenttest,however, the
changesnustbe appropriateor agent-lile, in the following way:.

An appropriatehangeelatedo agentgshemseles,notto theinfrastructure For example asthenumber
of agentsnhabitinganervironmentincreasessodo the chanceshattherewill beresourceconflictsamong
them.If theprogramssharea CPUor network, they mayrun slower; they maylivelockor deadlockin trying
to accesshe underlyingfiles. Thesearenot in themselesagent-specifiinteractionsthey canalsooccur
solely asa resultof the environment. To be agentsthey shouldbehae asif they recognizewhen other
agentsarebeingintroduced.

If the programdesignin questiorhasarythingto do with ageng, its instancewill be smartenoughto
recognizeandinteractwith eachother If they arenot, they might still have someinterferencepf course.
Butinterferencas inherentlyakind of interactiorthatgoesthroughtheinfrastructureandcanoccurreadily
in the environmentwithoutinternentionby anagent.

A distinguishedesouceis aresourcghathasbeenselectedor somespecialreason Intuitively, these
resourcediave somebearinguponthe problemitself. The otherresourcegsould essentiallybe functioning
ascommunicatiorchannelsamongthe computationsandthuswould have differenttrajectoriesn different
configurationsvenif the changesreirrelevantfrom the socialperspectie.

Thus,amorecarefulformulationof thetestfor agenthood@ouldrely onthekey characteristithatadding
moreof the purportedagentscausesomechangean the possiblesequencesto make surethatthechanges
arenotgratuitouswe mustcheckthatthechangesouldnotbe causedolelyby adjustingtheernvironment.
Whenwe addthis refinementthetestbecomesnorerohust.

Thebasicideaof therefinedtestis thenasfollows:

Definetwo configurationghatareidenticalexceptfor the presencef an additionalsupposed
agentinstancdn oneof them. If we obsere a differencein thetrajectoryof ary distinguished
resourceye candeclareghatthesupposedgenttype passeshetest.

Examplesof theapplicationof thetestaregivenin Section2, andarenot repeatedhere.

3.3 SomePropertiesand Extensions

The above testrequiresan agents behaior to changewhen encounteringptheragentsof the sametype.
Thusthisis atestfor autosocialagents.

We cangeneralizaéheideato hetepsocialagentsij.e., agentavho cansocializewith agentf different
types. The extensionis not straightforvard, becausave mustensurethatthe secondagentis not the cause



of whaterer modificationswe obsere. To ensurethe properscope we requirethatif X appeargo behae
differentlybecausef Y, thenY shouldalsobehae differentlybecausef X. Thus,we proposehefollowing
enhancedersionof theagenttest:

Considetthreeconfigurationghatareidenticalexceptfor thefactthatonehasaninstanceof X
but not of Y, the otheraninstanceof Y but not of X, andthethird instance®f both X andY.
If thejoint configurationdiffersfrom eachof the others thenwe candeclarethatboth X andY
passhetest.

We think of thisasanimportantpropertyof socialinteractionsandtermit the symmetrythesis:if we claim
thatA is anagentbecausé sociallyinteractswith B, thenB is alsosocialbecausét interactswith A.

We canconsideisomepropertieof theautosociabndheterosociaversionsof thetest. Eachis symmet-
ric, althoughthe autosociatestis trivially so. The autosocialersionis trivially transitive over agenttypes.
Theheterosociaversionis nottransitive over agenttypes.

4 Discussion

A testis not a prescriptionso muchas a filter. And whereasdefinitionsin the classicalSocraticsense
are expectedto be necessarand sufiicient conditions,a testmay not be either Also, a definition would
typically identify theessencef its subjectwhereastest—suclastheonewe propose—hasnly to identify
propertieghatcanbe obsered andtested.In somesenseatestrepresents performanceriterion, which
is morepowerful thana definitionandalot easietto manage.

Theagenttestis like the Turing testfor intelligencein thatit canbe usedasa sufiicieng test. However,
it is notlike the Turingtestin thatit is notup to a humanbeingto make a subjectve assessmentf we said
anagentis sociablef it appearsoto ahumanthatwould beacloseranalogyto the Turingtest.

It is like the ChurchHypothesisn attemptingo relateaninformal concep{(in this case agenthoodjo a
formal structureor entity—passingur formal test. Suchclaimscannever be proved formally, becaus®ne
key partis informal. However, they canbe supportedy anecdotakvidence.In Churchs case sinceevery
“reasonableotion of computing(prior to interaction[Wegner 1997) was shavn equivalentto Turing
machinesthatwasevidencein favor of Turing machineseinga goodcanonicalview of computing.In our
casetheanecdotakvidenceis pravided by relatingconceptof agenthood—aeealizedin systemssuchas
DVMT andothers—toour formal definition.

The proposedestdoesnot carehowv an agentachiezesits changen behaior, suchaswhetheror not
it communicatesvith otheragents.This is a usefulproperty becausehe internaldetailsof anagentmay
be unknavn or extremely complex. The proposedesttries to identify a propertythat canbe verified or
disproved without knowing the detailsof the agents’construction. This can be of practicalvalue. We
believe thatatestsuchasthe oneproposederecansene asa methodologicabasisfor evaluatingputative
agent-basedystemsaswell asthetoolkits with whichthey arebuilt. Theinternaldesignsof thosesystems
andtoolkits would notbeknown. In sucha caseanexternalview canprove especiallyattractive.

Therearesomeimportantbenefitsfrom engagingn the presenexercise.A formal notioncanbeusedas
theobjectof furtherstudy—itsmeritsanddemeritscanbe analyzecanddebatedeadingto a clearerpicture
of the conceptoneis trying to explicate. The proposedestis animportantstepin the presenstageof the
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scienceof agentshecausdy attemptingo make ourintuitive notionsprecisejt promisedo guideuscloser
to our goalasaresearcltommunity
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