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Judgment aggregation is a mathematical theory of collective decision-making. It concerns the meth-
ods whereby individual opinions about logically interconnected issues of interest can, or cannot, be 
aggregated into one collective stance. Aggregation problems have traditionally been of interest for 
disciplines like economics and the political sciences, as well as philosophy, where judgment aggrega-
tion itself originates from, but have recently captured the attention of disciplines like computer sci-
ence, artificial intelligence and multi-agent systems. Judgment aggregation has emerged in the last 
decade as a unifying paradigm for the formalization and understanding of aggregation problems. 
Still, no comprehensive presentation of the theory is available to date. This Synthesis Lecture aims at 
filling this gap presenting the key motivations, results, abstractions and techniques underpinning it. 
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ABSTRACT
Judgment aggregation is a mathematical theory of collective decision-making. It concerns the
methods whereby individual opinions about logically interconnected issues of interest can, or
cannot, be aggregated into one collective stance. Aggregation problems have traditionally been
of interest for disciplines like economics and the political sciences, as well as philosophy, where
judgment aggregation itself originates from, but have recently captured the attention of disciplines
like computer science, artificial intelligence and multi-agent systems. Judgment aggregation has
emerged in the last decade as a unifying paradigm for the formalization and understanding of
aggregation problems. Still, no comprehensive presentation of the theory is available to date. is
Synthesis Lecture aims at filling this gap presenting the key motivations, results, abstractions and
techniques underpinning it.

KEYWORDS
judgment aggregation, collective decision-making, logic, social choice theory, com-
putational social choice, preference aggregation, voting paradoxes, aggregation rules,
impossibility results, manipulability, ultrafilters, opinion pooling, deliberation
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Preface
is book concerns the aggregation of individual opinions into group opinions. When opinions
exhibit logical structure (e.g., accepting that p is the case and accepting that p implies q compels
me to also accept that q is the case) aggregation becomes difficult. Is it possible at all to find
aggregation procedures that preserve compliance with logical principles, and that at the same
time appeal to democratic criteria like, for instance, not being dictatorial? Are the methods we
commonly use to aggregate our opinions (e.g., majority voting) appropriate, and under which
conditions? And if, after all, ideal procedures turn out to be impossible, what are the reasons for
such impossibility? Questions like these are the playground of judgment aggregation, and will be
the topic of this book.

Before starting, the reader can find here some information about the main objectives we
pursued by writing the book, the readership we aimed at, and an outline of the topics we are going
to cover.

Objectives In writing this introductory book on judgment aggregation we had two main objec-
tives in mind. First, we wanted to provide a compact and systematic exposition of the problems,
definitions, results and proof techniques that drive the field. Survey papers appeared in philosophi-
cal and social sciences journals and volumes [LP09, Car11, Mon11, Lis12], but no comprehensive
exposition of the field is available to date. Second, we wanted to make the theory of judgment
aggregation accessible, in a ‘sympathetic’ format, to the disciplines of artificial intelligence and
multi-agent systems, which in recent years have increasingly been concerned with the problems
of aggregation and voting.

Readership and prerequisites e book is primarily meant as an introduction to the field of
judgment aggregation for graduate students and researchers in computer science, artificial intelli-
gence and multi-agent systems. At the same time, it has been our aim to make the book accessible
also to mathematically minded graduate students and researchers in philosophy, the social and
the political sciences. e material is presented in such a way to presuppose only familiarity with
propositional logic and basic discrete mathematics. e book intends to put the reader at pace
with the field, enabling the key conceptual, technical and bibliographical tools to understand
(and possibly contribute to) its current developments. We have not included any exercises, but
the reader will be asked at times to complete missing steps in proofs or try to prove statements
given as running comments in the main text.

Outline of the book e book is structured in two parts.e first part (Chapters 1–4) introduces
what can be considered the established body of the theory: the motivating examples behind judg-
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ment aggregation and its place within the field of social choice theory (Chapter 1); the logic-based
framework for judgment aggregation (Chapter 2); some results, with proofs, on the impossibility
of finding ‘ideal’ aggregation procedures (Chapter 3); and various ways that have been explored
in the literature to work around the limits imposed by those results (Chapter 4). e second part
(Chapters 5–7) touches upon topics that are, to a greater or lesser extent, still under development
in the research agenda of the field: the issue of manipulation and strategic behavior in judgment
aggregation (Chapter 5); the design of non-resolute aggregation procedures (Chapter 6); and
the modeling of deliberative processes of aggregation, and of processes of pre-vote deliberation
(Chapter 7). All chapters present an overview of key concepts and results and conclude with a
section pointing to further topics and readings and, sometimes, open issues.

Davide Grossi and Gabriella Pigozzi
December 2013
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C H A P T E R 1

Logic Meets Social Choice
eory

Judgment aggregation is a recent theory that combines aggregation problems previously studied by
social choice theory with logic. Social choice theory is a vast subject, including not only the study
of preference aggregation and voting theory but also topics like social welfare and justice. Given
the tight links between judgment aggregation and preference aggregation, in this first chapter we
give a concise survey on some historical aspects of preference aggregation and then introduce and
motivate the more recent field of judgment aggregation. e chapter builds on [Sen99, Sen86,
Bla58] for the historical overview on social choice theory, and on [KS93, Kor92] for the informal
introduction to judgment aggregation.

Chapter outline: We start by giving a brief overview of the history of social choice theory, from
the contributions of Borda and Condorcet during the French Revolution (Section 1.1.1) until the
general impossibility theorem by Arrow in 1951 that started modern social choice theory (Sec-
tion 1.1.2). We then present the doctrinal paradox that originated the whole field of judgment
aggregation (Section 1.2), and look at how judgment aggregation relates to the older theory of
preference aggregation (Section 1.2.2). In the concluding section we point to literature at the in-
terface of social choice theory, computer science and artificial intelligence, completing the sketch
of the broad scientific context of the present book.

1.1 A CONCISE HISTORY OF SOCIAL CHOICE THEORY
Social choice theory studies how individual preferences and interests can be combined into a
collective decision. An example of such a type of aggregation problems is a group electing one of
many candidates on the basis of the preferences that the individuals in the group express over the
candidates.

Collective decision-making is a constant feature of human societies. In his 1998 Nobel
lecture, Amartya Sen [Sen99] recalled that already in the fourth century B.C., Aristotle in Greece
and Kautilya in India explored how different individuals could take social decisions. However, the
systematic and formal study of voting and committee decisions started only during the French
Revolution, thanks to French mathematicians like Borda, Condorcet and Laplace.

Besides the problem of selecting the winning candidate in an election, social choice the-
ory has its origins in the normative analysis of welfare economics [Sen86], a branch of modern
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economics that evaluates economic policies in terms of their effects on the social welfare of the
members of the society. Welfare economics took inspiration from Jeremy Bentham’s utilitarian-
ism rather than from Borda and Condorcet. According to Bentham’s utilitarianism fundamental
axiom, “it is the greatest happiness of the greatest number that is the measure of right and wrong”
[Ben76, Preface (2nd para.)]. Utilitarianisms assumed that individual preferences could be ex-
pressed by cardinal utilities and that they could then be compared across different individuals
(interpersonally comparable preferences). Yet, in the 1930s both cardinality and interpersonal
comparability of personal utility were questioned by Lionel Robbins [Rob38]. If utilities reflect
individual mental states—Robbins argued—since it is not possible to measure mental states, then
utilities cannot be compared across several individuals either. It was such “informational restric-
tion” [Sen86] of social welfare to a n-tuple of ordinal (and interpersonally non-comparable) indi-
vidual utilities that induced economists to look at methods developed in the theory of elections.
As we shall see in Section 1.1.2, the informational restriction that followed Robbins’s criticisms
made the problem of welfare economics look similar to the exercise of deriving a social preference
ordering from individual orderings of social states, a problem addressed by Borda and Condorcet
during the French Revolution.

1.1.1 THE EARLY HISTORY
On the history of the theory of elections McLean wrote:

e theory of voting is known to have been discovered three times and lost twice. e
work of Condorcet, Borda, and Laplace was entirely ignored from about 1820 until
1952, with the sole exception of E. J. Nanson’s paper ‘Methods of Election’, which was
read to the Royal Society of Victoria in 1882, published in a British Government Blue
Book of 1907, and languished there undiscussed until 1958. C. L. Dodgson (‘Lewis
Carroll’) discussedCondorcet and Bordamethods, and procedures for breaking cycles,
in three pamphlets printed in the 1870s; he worked in ignorance of his predecessors,
and again was not understood until 1958. [McL90, p. 99]

However, there have been precedents to the work of those scholars. In particular, McLean
[McL90] discovered that a method developed by Condorcet was proposed as early as in the thir-
teenth century by Ramon Lull, and that a method developed by Borda was introduced in the
fifteenth century by Nicolas Cusanus. So, what are these Condorcet and Borda methods and why
are they so important in the history of social choice?

Borda
Jean-Charles de Borda, a French mathematician member of the Academy of Sciences, developed
the first mathematical theory of elections. According to Black,¹ Borda read the paper before the
¹Duncan Black (called the founder of social choice [Tul91] for being the first to really understand the work of Condorcet and
discovering Dodgson’s papers) gave in [Bla58] an excellent historical overview of the mathematical theory of voting starting
from Borda, Condorcet and Laplace and including Nanson, Galton and Dodgson.
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25 x y z

20 y z x

15 z y x

Figure 1.1: A problem with plurality voting.

Academy of Sciences already in 1770. However, the report that was supposed to be written about
Borda’s essay was never accomplished. Fourteen years later, a report on a manuscript by Marie
Jean Antoine Nicolas Caritat (better known as the Marquis de Condorcet) was presented at the
Academy. Few days later, Borda read for the second time his paper, which was printed in 1781,
but published only in 1784 [Bor84]. Borda method was adopted by the Academy as the method
to elect its members. It was used until 1800 when a new member, Napoleon Bonaparte, attacked
it.

In his Mémoire sur les élections au scrutin, Borda first showed that plurality voting, probably
the most well-known voting method, is not satisfactory as it may elect the wrong candidate. In
plurality voting, each individual votes one candidate, and the candidate that receives the greatest
number of votes is elected. e problem with this procedure is that it ignores the individual pref-
erences over candidates. Suppose, for example, that there are three alternatives x; y and z and 60
voters. Of these 60 voters, 25 prefer x to y and y to z, 20 prefer y to z and z to x and, finally,
15 prefer z to y and y to x, as shown in Figure 1.1, where preferences are given in a left to right
order.

Assuming that the individuals vote for the candidate at the top of their preferences, we
obtain that x gets 25 votes, y gets 20 votes and z only 15. us, if plurality vote is used, x will
be selected. However, Borda noticed that for a majority of the voters, x is the least preferred
candidate: pairwise majority comparison shows that 35 voters against 25 would prefer both y and
z to x. Plurality vote selects the candidate that receives the most votes but not necessarily more
than half of the votes in pairwise comparisons. us, the two procedures (plurality and pairwise
majority) can lead to different outcomes. What is interesting is that, as observed by Black, in his
argument Borda really made use of what is now known as the Condorcet criterion, according to
which a voting system should select the candidate that defeats every other candidate. When it
exists, such a candidate is unique and is called the Condorcet winner. However, Borda did not
develop this line of thought. We have to await Condorcet for such a principle to be clearly put
forward.

e solution proposed by Borda to the fact that plurality may select the wrong candidate is a
method which makes use of the entire order in the voters’ preferences. In his method, voters rank
all the candidates (assumed to be finite). If there are n candidates, each top place candidate gets
n points, each candidate at the second place gets n � 1 points, and so on until the least preferred
candidate, which gets 1 point. e alternative with the highest total score is elected. Borda’s rank-
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order method is an example of what we would call today a scoring rule.² Scoring rules are a class
of standard aggregation rules in preference aggregation [You74, You75].

Let us suppose that a voter prefers x to y and y to z. e Borda method rests on two
assumptions. e first is the measurability of utility, i.e. (paraphrasing Borda) that the degree of
superiority that the voter gives to x over y should be considered the same as the degree of superi-
ority that he gives to y over z. e second is interpersonal utility, that is, how different individual
utilities can be measured. In Borda method, voters are given equal weight. e justification that
Borda provides for the first assumption is based on ignorance: there is no reason to assume that,
by placing y between x and z, the voter wanted to place y nearer to x than to z. e second is
justified on the basis of equality among voters. At the end of his paper, he claims that his method
can be used in any kind of committee decision. Even though Borda fails to thoroughly examine
the nature of collective decisions [Bla58], he realized that his method was open to manipulation,
that is, to the possibility of voters misrepresenting their true preferences to the rule in order to
elect a better (according to their true preferences) candidate.³ In particular, a voter could place
the strongest competitors to his most preferred candidate at the end of the ranking. Addressing
this issue Borda famously replied: “My scheme is only intended for honest men.”

Condorcet
e other famous member of the Academy of Sciences was Condorcet. His work on the theory of
elections is mostly contained in the mathematical (and hardly readable) Essai sur l ’Application de
l ’Analyse à la Probabilité desDécisionsRendues à la Pluralité des Voix [Con85]. Borda andCondorcet
were friends and in a footnote in his Essai, Condorcet says that he completed his work before he
was acquainted with Borda’s method.

As Black traced back, there are really two approaches in Condorcet’s work. e first con-
tribution is in line with Borda. Like Borda, Condorcet observes that plurality vote may result
in the election of a candidate against which each of the other candidates has a majority. is
led to the formulation of the above mentioned Condorcet criterion, that is, the candidate to be
elected is the one that receives a majority against each other candidate (instead of just the highest
number of votes). Whereas Borda employed a positional approach, Condorcet recommended a
method based on the pairwise comparison of alternatives. Given a set of individual preferences,
the method suggested by Condorcet consisted in the comparison of each of the alternatives in
pairs. For each pair, the winner is determined by majority voting, and the final collective ordering
is obtained by a combination of all partial results. eCondorcet winner is the candidate that beats
every other alternative in a pairwise majority comparison. However, he also discovered a disturb-
ing problem of majority voting, now known as the Condorcet paradox. He discovered that pairwise
majority comparison may lead a group to hold an intransitive preference (or a cycle, as later called
by Dodgson) of the type that x is preferred to y, y is preferred to z, and z to x. is is the cycle

²e same method was also suggested by Laplace in 1795, in a series of lectures he gave at the École Normale Superiéure in
Paris.
³Manipulation will be the topic of Chapter 5.
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Voter 1 x y z

Voter 2 y z x

Voter 3 z x y

Figure 1.2: An illustration of the Condorcet paradox.

we obtain if we consider, for example, three voters expressing preferences as in Figure 1.2, where
preferences are given in a left to right order and voter 1 prefers x to y and y to z, voter 2 prefers
y to z and z to x, while voter 3 prefers z to x and x to y.

e trouble with a majority cycle is that the group seems unable to single out the ‘best’
alternative in a principled manner. Note also that devising rules fixing some order in which the
alternatives are to be compared does not solve the problem. For instance, if in the example above
we fix a rule that compares alternatives x and y first and the winner is then pitted against z,
alternative z would win the election. However, if we instead choose to compare x and z first and
then to compare the winning alternative with y, we would get a different result, namely y would
be the winning alternative.

Condorcet’s second main contribution employs probability theory to deal with the ‘jury
problem’. Voters are seen like jurors who vote for the ‘correct’ alternative (or the ‘best’ candidate).
e idea that groups make better decisions than individuals dates back to Rousseau [Rou62], ac-
cording to whom, in voting, individuals express their opinions about the ‘best’ policy, rather than
personal interests. Condorcet approached Rousseau’s position in probabilistic terms and aimed
at an aggregation procedure that would maximize the probability that a group of people take the
right decision. is led Condorcet to formulate the result now known as the Condorcet Jury eo-
rem, which provides an epistemic justification to majority rule [GOF83]. e theorem states that,
when all jurors are independent and have a probability of being right on the matter at issue, which
is higher than random, then majority voting is a good truth-tracking method. In other words, un-
der certain conditions, groups make better decisions than individuals, and the probability of the
group taking the right decision approaches 1 as the group size increases.

So, interestingly, Condorcet showed at the same time the possibility of majority cycles, a
negative result around which much of the literature on social choice theory built up, and a positive
result like the Condorcet Jury eorem, which gives an epistemic justification to majority voting.⁴

Dodgson
From the overview so far, the reader may have gotten the impression that the early developments
of social choice theory were exclusively due to French scholars. But this is not the case. Indeed

⁴It is worth observing, in passing, that these two landmark results can be viewed as stemming from two different ways of
conceiving democracy: the first one sees democracy as based on preferences, while the second sees it as based on knowledge
(epistemic conception, as called in [Coh86, CF86]).
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many Englishmathematicians have also studied the subject: Eduard JohnNanson, Francis Galton
and, more importantly, the Rev. Charles Lutwidge Dodgson (better known as ‘Lewis Carroll’,
author of Alice’s Adventures in Wonderland), to whom we now turn.

Black gives a careful analysis of Dodgson’s life and of the circumstances that raised the
interests of a Mathematics lecturer at Christ Church college in Oxford for the theory of elections.
In particular, Black discovered three of Dodgson’s previously unpublished pamphlets and, thanks
to his extensive research, could conclude that Dodgson ignored the works of both Borda and
Condorcet.

Dodgson referred to well-known methods of voting (like plurality and Borda’s method)
and highlighted their deficiencies. For him the main interest of the theory of elections resided
in the existence of majority cycles. He suggested a modification of Borda’s method to the effect
of introducing a ‘no election’ alternative among the existing ones [Dod73], the idea being that in
case of cycles, the outcome should be ‘no election’. He then claimed that if there is no Condorcet
winner, his modified method of marks should be used [Dod74].

Later Dodgson proposed a method based on pairwise comparison that may seem to con-
tradict the ‘no election’ principle he introduced earlier. However, as Arrow suggests [Arr63], this
approach could be used when we do not wish to accept ‘no election’ as a possible outcome. e
new method (now known as Dodgson rule) selects the Condorcet winner (whenever there is one)
and otherwise finds the candidate that is ‘closest’ to being a Condorcet winner [Dod76]. e idea
is to find the (not necessarily unique) alternative that can be made a Condorcet winner by a mini-
mum number of preference switchings in the original voters’ preferences. A switch is a preference
reversal between two adjacent positions. In order to illustrate the method, let us consider one of
the examples made by Dodgson himself.

Consider the preference profile given in Figure 1.3. Each row represents a group of voters
with the same preferences, given in a left to right order. e number in the first column indicates
the size of each group. In this example, there are eleven voters and four alternatives (a; b; c, and
d ). As the reader can easily check, the majority is cyclical (adcba) and none of the alternatives is
a Condorcet winner. However, if the voter holding preference dcba switches alternatives c and b
(marked by an asterisk) in her preference ranking, b becomes a Condorcet winner. Alternative c
also can be made a Condorcet winner by one switch, so b and c are the only Dodgson winners (a
and d each need four switches to be preferred to every other alternative by some strict majority).

1.1.2 MODERN SOCIAL CHOICE THEORY
We have mentioned how Robbins’s claim [Rob38] that interpersonal utilities could not be com-
pared undermined what constituted the predominant utilitarian approach to welfare economics
until the irties: this amounted to say that there is social improvement when everyone’s utility
goes up (or, at least, no one’s utility goes down when someone’s utility goes up) [Sen95].

It thus appeared that social welfare must be based on just the n-tuple of ordinal in-
terpersonally non-comparable, individual utilities. […] is “informational crisis” is



1.1. A CONCISE HISTORY OF SOCIAL CHOICE THEORY 7

2 a d c b

2 a b d c

2 b c a d

1 b d c a

3 c b d a

1 d c� b� a

Figure 1.3: An example of Dodgson’s rule.

important to bear in mind in understanding the form that the origin of modern social
choice theory took. In fact, with the binary relation of preference replacing the utility
function as the primitive of consumer theory, it made sense to characterise the exer-
cise as one of deriving a social preference ordering R from the n-tuple of individual
orderings fRig of social states. [Sen86, p. 1074]

e need for functions of social welfare defined over all the alternative social states wasmade
explicit by Abram Bergson [Ber38, Ber66] and Paul Samuelson [Sam47]. Economists turned
to the mathematical approach to elections explored by Condorcet, Borda, and Dodsgon only
when—following the informational restriction decreed by Robbins—they searched for methods
to aggregate binary relations of preference into a social preference ordering. us, social choice
theory stemmed from two distinct problems—how to select the winning candidate in an election,
and how to define social welfare—and the relations between these problems became clear only in
the 1950s.

Young economist and future Nobel prize winner, Kenneth Arrow defined a social welfare
function as a function that maps any n-tuple of individual preference orders to a collective pref-
erence order. His axiomatic method outlined the requirements that any desirable social welfare
function should satisfy.⁵ In 1950 he proved what still is the major result of social choice, the
“General Possibility eorem,” now better known as Arrow’s impossibly result⁶ [Arr50, Arr63].
e theorem shows that there exists no social welfare function that satisfies only just a small
number of desirable conditions.

Let us informally present these conditions: the first is that a social welfare function must
have a universal domain, that is, it has to accept as input any combination of individual preference
orders. Another commonly accepted requirement is the Pareto condition, which states that, when-
ever all members of a society rank alternative x above alternative y, then the society must also
prefer x to y. e independence of irrelevant alternatives condition states that the social preference
⁵See [Sup05] for a reconstruction of the intellectual path that led Arrow to introduce the axiomatic method in economics,
and in particular Alfred Tarski’s influence, of whom Arrow attended a course in the calculus of relations as an undergraduate
student.
⁶In Chapter 4 we will come back to the subtle relationships between impossibility and possibility theorems.
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over any two alternatives x and y must depend only on the individual preferences over those alter-
natives x and y (and not on other—irrelevant—alternatives).⁷ Finally, non-dictatorship requires
that there exists no individual in the society such that, for any domain of the social welfare func-
tion, the collective preference is the same as that individual’s preference (i.e., the dictator). Arrow’s
celebrated result shows that no social welfare function can jointly satisfy these conditions.⁸

1.2 A NEW TYPE OF AGGREGATION
1.2.1 FROM THE DOCTRINAL PARADOX TO THE DISCURSIVE

DILEMMA
We have seen that, thanks to the Condorcet Jury eorem, majority rule enjoys an attractive
property: some conditions being satisfied, groups make better decisions than individuals. Yet, un-
fortunately, the Condorcet paradox also showed that this same rule is unable to ensure consistent
social positions under all situations.

Classical social choice theoretic models focus on the aggregation of individual preferences
into collective outcomes. Such models focus primarily on collective choices between alternative
outcomes such as candidates, policies or actions. However, they do not capture decision problems
in which a group has to form collectively endorsed beliefs or judgments on logically intercon-
nected propositions. Such decision problems arise, for example, in expert panels, assemblies and
decision-making bodies as well as artificial agents and distributed processes, seeking to aggregate
diverse individual beliefs, judgments or viewpoints into a coherent collective opinion. Judgment
aggregation fills this gap by extending earlier approaches developed by social choice theory for
the aggregation of preferences.⁹

Doctrinal paradox
Judgment aggregation has its roots in jurisprudence. e paradox of a group of rational individuals
collapsing into collective inconsistency made its first appearance in the legal literature, where
constitutional courts are expected to provide reasons for their decisions. e discovery of the
paradox was attributed to Kornhauser and Sager’s 1986 paper [KS86]. However, Elster recently
pointed out that structurally similar problems have been first indicated by Poisson in 1837 [Els13].
What is now known as the doctrinal paradox [KS93, Kor92, Cha98] was rediscovered in 1921 by
the Italian legal theorist Vacca [Vac21] (see [Spe09]), who consequently raised severe criticisms
to the possibility of deriving collective judgments from individual opinions. e logical problem
of aggregation was also noticed by Guilbaud [Gui52, Mon05], who gave a logical interpretation
to preference aggregation.

⁷is, as we shall see, is a more controversial requirement.
⁸It is impossible to underestimate the influence that Arrow’s theorem had in the development and foundation of social choice
as a formal discipline. His result generated a vast literature, including many other impossibility results, like [Bla57, Sen69,
Sen70, Pat71, Gib73, Sat75], to quote only few of them. Political scientists (most notably, William Riker [Rik82]) argued
that Arrow’s findings posed serious threat to the theory of democracy.
⁹On the relations between judgment aggregation and preference aggregation, see Sections 1.2.2 and 3.4.



1.2. A NEW TYPE OF AGGREGATION 9

Valid contract Breach Defendant liable
p q r

Judge 1 1 1 1
Judge 2 1 0 0
Judge 3 0 1 0
Majority 1 1 0

Figure 1.4: An illustration of the doctrinal paradox.

In order to illustrate the doctrinal paradox, we recall the familiar example in the literature
by Kornhauser and Sager [KS93]. A three-member court has to reach a verdict in a breach of
contract case between a plaintiff and a defendant. According to the contract law, the defendant
is liable (the conclusion, here denoted by proposition r) if and only if there was a valid contract
and the defendant was in breach of it (the two premises, here denoted by propositions p and q
respectively). Suppose that the three judges cast their votes as in Figure 1.4.

e court can rule on the case either directly, by taking the majority vote on the conclusion
r regardless of how the judges voted on the premises (conclusion-based procedure) or indirectly, by
taking the judges’ recommendations on the premises and inferring the court’s decision on r via
the rule .p ^ q/ $ r that formalizes the contract law (premise-based procedure).¹⁰ e problem is
that the court’s decision depends on the procedure adopted. In this specific example, under the
conclusion-based procedure, the defendant will be declared not liable, whereas under the premise-
based procedure, the defendant would be sentenced liable. As Kornhauser and Sager stated:

We have no clear understanding of how a court should proceed in cases where the
doctrinal paradox arises. Worse, we have no systematic account of the collective nature
of appellate adjudication to turn to in the effort to generate such an understanding.
[KS93, p. 12]

Legal theorists have discussed bothmethods and have taken different positions about them,
either by arguing for the superiority of one of the approaches or by questioning both and recom-
mending a third way (see Nash [Nas03] for an overview of the proposed solutions). In particular,
Kornhauser and Sager argue against the use of a uniform voting protocol and favor instead a
context-sensitive approach, where courts choose the method on a case-by-case basis, by voting
on the method to be applied.

Discursive dilemma
Judgment aggregation has provided a systematic account of situations like the one arising in Fig-
ure 1.4. e first step was made by the political philosopher Pettit [Pet01], who recognized that
¹⁰e premise-based procedure has been reconsidered later as one of the possible escape routes from the many impossibility
results that plague the discipline (see Section 4.3.1 later in the book).
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Valid contract Breach Legal doctrine Defendant liable
p q .p ^ q/ $ r r

Judge 1 1 1 1 1
Judge 2 1 0 1 0
Judge 3 0 1 1 0
Majority 1 1 1 0

Figure 1.5: e discursive dilemma.

the paradox illustrates a more general problem than just an impasse in a court decision. Pettit in-
troduced the term discursive dilemma to indicate any group decision in which the aggregation on
the individual judgments depends on the chosen aggregation method, like the premise-based and
the conclusion-based procedures.

en, List and Pettit [LP04] reconstructed Kornhauser and Sager’s example as shown in
Figure 1.5. e difference with Figure 1.4 is that here the legal doctrine has been added to the
set of issues on which the judges have to vote. Now the discursive dilemma is characterized by
the fact that the group reaches an inconsistent decision, like fp; q; .p ^ q/ $ r;:rg. e court
would accept the legal doctrine, give a positive judgment on both premises p and q but, at the
same time, reach a negative opinion on the conclusion r . Clearly, such a position is untenable, as
it would amount to release the defendant while saying, at the same time, that the two conditions
for the defendant’s liability applied.

What are the consequences of the reconstruction given in Figure 1.5? Mongin and Dietrich
[MD10, Mon11] have investigated such reformulation and observed that:

[T]he discursive dilemma shifts the stress away from the conflict of methods to the
logical contradiction within the total set of propositions that the group accepts. [...] Trivial
as this shift seems, it has far-reaching consequences, because all propositions are now
being treated alike; indeed, the very distinction between premisses and conclusions
vanishes. is may be a questionable simplification to make in the legal context, but
if one is concerned with developing a general theory, the move has clear analytical
advantages. [Mon11, p. 2]

Indeed, instead of premises and conclusions, List and Pettit chose to address the problem in
terms of judgment sets, i.e., the sets of propositions accepted by the individual voters. e theory
of judgment aggregation becomes then a formal investigation on the conditions under which
consistent individual judgment sets may collapse into an inconsistent collective judgment set.

Exactly like Arrow’s theorem showed the full import of the Condorcet paradox, so showed
the result of List and Pettit how far-reaching the doctrinal paradox and the discursive dilemma
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are. In the next section we will look at how the Condorcet paradox relates to these two paradoxes
of the aggregation of judgments.

1.2.2 PREFERENCE AGGREGATION AND JUDGMENT AGGREGATION
Let us start by introducing some formal notation. Let X be a set of alternatives, and � a binary
predicate for a binary relation over X , where x � y means “x is strictly preferable to y.” e
desired properties of preference relations viewed as strict linear orders are:

.P1/ 8x; y..x � y/ ! :.y � x// (asymmetry)

.P 2/ 8x; y.x ¤ y ! .x � y _ y � x// (completeness)

.P 3/ 8x; y; z..x � y ^ y � z/ ! x � z/ (transitivity)

Example 1.1 Condorcet paradox as a doctrinal paradox Suppose there are three possible al-
ternatives x; y and z to choose from, and three voters V1, V2 and V3 whose preferences are
the same as in Figure 1.2. e three voters’ preferences can then be represented by sets of
preferential judgments as follows: V1 D fx � y; y � z; x � zg, V2 D fy � z; z � x; y � xg and
V3 D fz � x; x � y; z � yg. According to Condorcet’s method, a majority of the voters (V1 and
V3) prefers x to y, a majority (V1 and V2) prefers y to z, and another majority (V2 and V3) prefers
z to x. is leads us to the collective outcome fx � y; y � z; z � xg, which together with tran-
sitivity (P3) violates (P1) (Figure 1.6). Each voter’s preference is transitive, but transitivity fails
to be mirrored at the collective level. is is an instance of the Condorcet paradox casted in the
form of a set of judgments over preferences on alternatives.¹¹

What the Condorcet paradox and the discursive dilemma have in common is that when
we combine individual choices into a collective one, we may lose some rationality constraint that
was satisfied at the individual level, like transitivity (in the case of preference aggregation) or
logical consistency (in the case of judgment aggregation). A natural question is then how the
theory of judgment aggregation and the theory of preference aggregation relate to one another.
We can address this question in two ways: we can consider what the possible interpretations are
of aggregating judgments and preferences, and we can investigate the formal relations between
the two theories.

On the first consideration, Kornhauser and Sager see the possibility of being right or wrong
as the discriminating factor between judgments and preferences:

When an individual expresses a preference, she is advancing a limited and sovereign
claim.e claim is limited in the sense that it speaks only to her own values and advan-
tage. e claim is sovereign in the sense that she is the final and authoritative arbiter

¹¹We will come back later in Chapter 2 to another (logically simpler) formalization of the Condorcet paradox as a set of judg-
ments about preferences (Example 2.15).
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x � y y � z x � z y � x z � y z � x

V1 1 1 1 0 0 0
V2 0 1 0 1 0 1
V3 1 0 0 0 1 1

Majority 1 1 0 0 0 1

Figure 1.6: e Condorcet paradox as a doctrinal paradox.

of her preferences. e limited and sovereign attributes of a preference combine to
make it perfectly possible for two individuals to disagree strongly in their preferences
without either of them being wrong. [...] In contrast, when an individual renders a
judgment, she is advancing a claim that is neither limited nor sovereign. [...] Two
persons may disagree in their judgments, but when they do, each acknowledges that
(at least) one of them is wrong. [KS86, p. 85].¹²

Regarding the formal relations between judgment and preference aggregation, Dietrich
and List [DL07a] (extending earlier work by List and Pettit [LP04]) capitalize on the represen-
tation of the Condorcet paradox given in Figure 1.6 and show that Arrow’s theorem for strict and
complete preferences can be derived from an impossibility result in judgment aggregation.¹³

Despite these natural connections, and the formal results they support, Kornhauser and
Sager [Kor92] notice that the two paradoxes do not perfectly match. Indeed, as stated also by
List and Pettit:

[W]hen transcribed into the framework of preferences instances of the discursive
dilemma do not always constitute instances of the Condorcet paradox; and equally
instances of theCondorcet paradox do not always constitute instances of the discursive
dilemma. [LP04, pp. 216–217]

Given the analogy between the two paradoxes, List and Pettit’s first question was whether
an analogue of Arrow’s theorem could be found for the judgment aggregation problem. Arrow
showed that the Condorcet paradox hides a much deeper problem that does not affect only the
majority rule. e same question could be posed in judgment aggregation: is the doctrinal paradox
only the surface of a more troublesome problem arising when individuals cast judgments on a
given set of propositions? As we shall see in more detail in Chapter 3, the answer to this question
is positive and that can be seen as the starting point of the theory of judgment aggregation.

¹²Different procedures for judgment aggregation have been assessed with respect to their truth-tracking capabilities, see [BR06,
HPS10].

¹³We will discuss this result in Chapter 3 (Section 3.4.1).
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How likely are majority cycles?
Even from our brief survey, the reader may have guessed that large parts of the literature in social
choice theory focused on the problem of majority cycles. We may wonder how likely such cycles
are in reality. ere are two main approaches to this question in the literature. One consists in
analytically deriving the probability of a Condorcet paradox in an election, while the other looks
at empirical evidence in actual elections. One assumption usually made in the first approach is
the so-called impartial culture. According to the impartial culture, each preference ordering is
equally possible. It should be noted that, even though it is a useful assumption for the analytic
calculations, such an assumption has often been criticized as unrealistic. Niemi and Weisberg
[NW68] showed that, under the impartial culture assumption and for a large number of voters,
the probability of a majority cycle approaches 1 as the number of alternatives increases. However,
they also found out that the probability of the paradox is quite insensitive to the number of voters
but depends highly on the number of alternatives.

Yet, these results are in contrast with the findings of the approach that looks at the actual
elections.¹⁴ Mackie [Mac03], for example, claims that majority cycles never actually occurred in
real elections. One way to explain such discrepancy is that we do not dispose of all the information
needed to verify the occurrence of a majority cycle. For example, we typically do not dispose of
the voter’s preference order over all the possible candidates.

1.3 FURTHER TOPICS
e brief survey on social choice theory provided in this chapter has no pretense to be exhaustive.
e aim was to give a background against which to frame the birth and development of judgment
aggregation. For a broader but still concise introduction to social choice theory see [Lisce], and
[Nur10, Pacds] for an introduction to voting theory. Moreover, the reader is referred to [RVW11]
for a survey on preference reasoning from a perspective that brings together social choice theory
and artificial intelligence. In particular, Chapter 4 of [RVW11] focuses on preference aggregation.
ere, several voting rules are defined, and manipulation and computational aspects are discussed.
Manipulation in judgment aggregation is the object of a separate chapter in the present book
(Chapter 5).

If the traditional domain of social choice theory has been economics and the political sci-
ences, attention in aggregation problems is witnessing a steady growth within the fields of artificial
intelligence and multi-agent systems. Aggregation problems often appear in the design and spec-
ification of distributed intelligent systems and the very same idea of voting has been applied to
problems like recommender systems [PHG00] and rank aggregation for the Web [DKNS01].
In particular, computational social choice [CELM07, BCE13], of which judgment aggregation
can be seen as a contributing field, is the discipline stemmed from the interactions between com-
puter science and social choice theory, and which studies, among other topics, the computational

¹⁴See also [RGMT06] for an introduction to behavioral social choice.
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complexity of the application and manipulation of aggregation rules [EGP12],¹⁵ the design of ag-
gregation rules based on knowledge representation techniques like merging [Pig06],¹⁶ or the ap-
plication of logic to reason, within a formal language, about aggregation problems [AvdHW11].

¹⁵We will touch upon this topic in Chapter 5 (Section 5.3.3).
¹⁶We will discuss this topic in detail in Chapter 4 (Section 4.3.3) and Chapter 6.
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C H A P T E R 2

Basic Concepts
is chapter is devoted to an introduction of the basic framework of judgment aggregation based
on propositional logic. Our presentation is based on the framework first proposed in [LP02] and
later developed by Dietrich and List in a long series of works (e.g., [DL07a, DL07c] to name just
a few).

Chapter outline: We start in Section 2.1 by introducing the notions of agenda, judgment set,
judgment profile, and aggregation function. In the same section we will also define a number
of concrete aggregation functions. Section 2.2 proceeds by defining some properties of agendas,
which have to do with how ‘tightly’ the formulae in the agenda are logically related to one another.
We will see later that the more interconnected an agenda is, the more difficult the aggregation
problem becomes. In Section 2.3 we look into a set of natural properties that one might wish to
impose on the aggregation function to guarantee its ‘good’ behavior. In the concluding section
we refer the reader to alternative formal frameworks—not necessarily based on logic—that have
been developed in the literature to cast the theory of judgment aggregation.

2.1 PRELIMINARIES
2.1.1 AGENDAS IN PROPOSITIONAL LOGIC
In this book we will only be concerned with the aggregation of judgments that are expressed in
propositional logic, which has been the framework of choice for most of the literature.¹ So we
start by briefly recapitulating—for the readers unfamiliar with propositional logic—some basic
notions from its syntax and semantics. For a comprehensive exposition the reader is referred to
[vD80, Ch. 1].

Propositional logic
e language of propositional logic, which we denote byL, consists of all the formulae that can be
defined inductively from a countable set At D fp; q; : : :g of atomic propositions (also called atoms)
using the logical connectives : (negation), ^ (conjunction), _ (disjunction), ! (implication), $

(equivalence). e inductive definition goes as follows: [Base] all elements of At are formulae in
L; [Step] if ' and  belong to L, then also :' (“not '”), ' ^  (“' and  ”), ' _  (“' or  ”),
' !  (“if ' then  ”), and ' $  (“' if and only if  ”) belong to L, and nothing else belongs

¹e only exception will be Chapter 7. e case of richer logics will be touched upon in the concluding section of this chapter.
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to L.² We say that a formula is positive if its outermost connective is not a negation (e.g., p ! q,
:p _ q).³

e meaning of a formula ' 2 At is its truth value as specified by a valuation function V W

L �! f0; 1g where 0 stands for “false” and 1 for “true.” Each valuation V is an extension of
some valuation V W At �! f0; 1g of truth values to atoms, which obeys the following constraints:
V.:'/ D 1 � V.'/; V.' ^  / D 1 iff V.'/ D V. / D 1; V.' _  / D 0 iff V.'/ D V. / D 0;
V.' !  / D 1 iff V.'/ D 0 or V. / D 1; V.' $  / D 1 iff V.'/ D V. /. ese constraints
define the semantics of the logical connectives introduced above. When V.'/ D 1 (respectively,
V.'/ D 0) we will often write V ˆ ' (respectively, V 6ˆ '). If ˚ is a set of formulae, we write
V ˆ ˚ to express that for all ' 2 ˚ , V ˆ ', i.e., all formulae in ' are made true by V .

We conclude with some auxiliary terminology concerning special classes of propositional
formulae. A formula ' is a tautology if, for any valuation V , V ˆ '; it is a contradiction if, for
any valuation V , V 6ˆ '; it is contingent if it is neither a tautology nor a contradiction. A set of
formulae ˚ is consistent if it has a model, that is, if there exists a valuation V , such that V ˆ ' for
each ' 2 ˚ ; a formula ' is a logical consequence of a set of formulae ˚ (in symbols, ˚ ˆ ') if for
every valuation V such that V ˆ ˚ , it is the case that V ˆ '.

Agendas
With the machinery of propositional logic in place, we can frame the problem of the aggregation
of judgments simply as a set of individuals or agents that are called to decide upon a given set of
issues:

Definition 2.1 Judgment aggregation problem. Let L be a propositional language on a given
set of atoms At. A judgment aggregation problem for L is a tuple J D hN;Ai where:

• N is a finite non-empty set;

• A � L such that A D f' j ' 2 I g [ f:' j ' 2 I g for some finite I � L which contains
only positive contingent formulae.

Set N is the set of individuals (or agents or voters). A is called the agenda and I is called the set
of issues or the pre-agenda of A. An agenda based on a set of issues I will often be denoted ˙I .
Given an agenda A, we denote its pre-agenda by ŒA�.⁴

Intuitively, one can view a judgment aggregation problem as what specifies the space of
possible situations in which the individuals in N have to reach some collective decision about the
issues in I . An agenda A D ˙I represents then all possible attitudes that can be assumed toward

²More compactly, L is defined by the grammar: ' WD p 2 At j :' j ' ^ ' j ' _ ' j ' ! ' j ' $  :
³We will assume the standard notational conventions for the relative strength of the binding of connectives (^ and _ bind
more strongly than ! and $, and : binds more strongly than all other connectives) and for the use of brackets.
⁴Clearly, Œ˙I � D I .
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the issues in I . In the framework we are going to work with, such attitudes are of only two types:
acceptance and rejection. e agenda is therefore a set of formulae which is closed under negation,
i.e., 8': ' 2 A iff :' 2 A, and where double negations are eliminated. To make an example, the
doctrinal paradox agenda fp; q; p ^ qg [ f:p;:q;:.p ^ q/g D ˙ fp; q; p ^ qg expresses all the
acceptance/rejection attitudes that one individual can assume over the set of issues fp; q; p ^ qg.

2.1.2 JUDGMENT SETS AND PROFILES
Given a judgment aggregation problem, individuals are asked to express their opinions on the
formulae of the agenda by accepting some and rejecting others. ese opinions are called judgment
sets and are defined as follows:

Definition 2.2 Judgment sets and profiles. Let J D hN;Ai be a judgment aggregation prob-
lem. A judgment set for J is a set of formulae J � A such that:

• J is consistent;

• J is complete, i.e., 8' 2 A, either ' 2 J or :' 2 J .

Instead of ' 2 J we will often use the notation J ˆ ' to indicate that ' belongs to judgment set
J .⁵ e set of all judgment sets is denoted J � }.A/, where }.:/ denotes the power-set function.
A judgment profile P D hJi ii2N 2 J jN j is an jN j-tuple of judgment sets. With Pi we denote the
i th entry of P , i.e., the judgment set of agent i in P . For ' 2 A, we use P' to denote the set of
individuals accepting ' in P : fi 2 N j Pi ˆ 'g. Finally, we denote with P the set of all judgment
profiles. Abusing notation, we will sometimes indicate that a judgment set Ji belongs to a profile
P by writing Ji 2 P .

So individuals express their opinions through sets of formulae of the agenda: the formulae
contained in the set are the ones that are accepted by the individual, the ones belonging to the
complement of the set are the ones that are rejected by the individual. e consistency and com-
pleteness criteria formalize a notion of ‘rationality’ for the views that might be held by individuals.
Such views cannot be internally contradictory (consistency) and cannot abstain from accepting
or rejecting any of the issues posed by the agenda (completeness).⁶

Remark 2.3 Deductive closure A set of formulae ˚ is deductively closed (w.r.t. agenda A)
if any ' 2 A that follows logically from ˚ is also contained in it: if ˚ ˆ ', then ' 2 ˚ . Since
judgment sets are sets of formulae that are consistent and complete, they are also deductively
closed. However, a set of formulae that is consistent and deductively closed is not necessarily
complete. When working with judgment sets the two notations ' 2 J (membership) and J ˆ '

⁵Clearly, if J � A is a judgment set then: ' 2 J iff J ˆ '. is is not true in general for any subset of formulae ˚ � A of
the agenda. See Remark 2.3 below.
⁶is is true for the standard theory of judgment aggregation. However, as we will see in Chapter 4, Section 4.2, some work
considered to relax the completeness so to allow individuals to abstain on some of the agenda’s issues.
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(consequence) can be seen as notational variants. However, when working with sets of formulae
that are not judgment sets by the letter of Definition 2.2—in our context these will typically be
sets of formulae accepted by a group of individuals—we will keep the two notations distinct.

2.1.3 AGGREGATION FUNCTIONS
e judgment aggregation problem consists in the aggregation of the individuals’ judgment sets
into one collective judgment set. e aggregation of individual judgments is viewed as a function:

Definition 2.4 Aggregation function. Let J D hN;Ai be a judgment aggregation problem.
An aggregation function for J is a function f W P �! }.A/. e output set f .P /, where P D

hJi ii2N , is sometimes denoted J . Set J is then called a collective set. A collective set J which is
a judgment set is called a collective judgment set.

So, an aggregation function takes as input a profile of consistent and complete subsets of the
agenda (i.e., judgment sets) and outputs a subset of the agenda. Such subset is neither necessarily
consistent nor necessarily complete. In other words, the collective set is not necessarily a judgment
set. In view of our discussion of the doctrinal paradox and the discursive dilemma this should not
come as a surprise: the output of an aggregation function might not be ‘rational’ in the sense in
which individual judgment sets are.

Remark 2.5 Universal domain and resoluteness We conclude our comment of Definition 2.4
by noticing that it builds two key properties into the notion of aggregation function. First, it
assumes that the domain of the aggregation consists of all possible judgment profiles or, intuitively,
that all profiles of individual opinions are admissible as input for the aggregation. is property is
commonly referred to as universal domain. Second, it assumes the aggregation to be resolute, that
is, to yield for each profile only one set of formulae. In this book we will work almost exclusively
with functions that satisfy universal domain and resoluteness. Aggregation functions that do not
satisfy universal domain will be presented later in Chapter 4. Irresolute functions yielding for
each profile a non-empty set of sets of formulae will be studied later in Chapter 4 and especially
in Chapter 6.

2.1.4 EXAMPLES: AGGREGATION RULES
We now give several examples of aggregation functions as rules for defining the collective set
based on a judgment profile. We typically refer to concrete aggregation functions as aggregation
rules. e ones that follow in this section will be discussed at several places throughout the book
and are the ones most commonly considered in the literature.
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reshold-based rules
e rules below determine the collective outcome by checking, for each proposition in the agenda
(they are therefore commonly referred to as propositionwise rules), whether the number of individ-
uals accepting that formula exceeds a given threshold. If that is the case, the formula is collectively
accepted. Let P 2 P , we define the following rules.

Majority rule:

fmaj.P / D

�
' 2 A j jP' j �

�
jN j C 1

2

��
(2.1)

where, for x 2 Q, dxe is the smallest integer greater or equal to x. I.e., ' is collectively
accepted iff there is a majority of individuals accepting it. We will refer to this rule as the
propositionwise majority rule or simply as the majority rule.

Unanimity rule:

fu.P / D
˚
' 2 A j jP' j � jN j

	
(2.2)

I.e., ' is collectively accepted iff all individuals accept it. We will refer to this rule as the
propositionwise unanimity rule or simply as the unanimity rule.

Quota rule:

ft .P / D
˚
' 2 A j jP' j � t'

	
(2.3)

where t D
˝
t'

˛
'2A

is a tuple of integer thresholds or quotas t' , one for each formula in the
agenda. I.e., ' is collectively accepted iff there are at least t' individuals that accept it.

Formula 2.3 defines the class of all propositionwise threshold-based rules. Clearly, the proposi-
tionwise majority rule is a particular quota rule whose threshold has been fixed at

l
jN jC1
2

m
for all

formulae in the agenda.⁷ Similarly, the unanimity rule is a quota rule with threshold jN j for all
formulae. Quota rules that assign the same threshold to all formulae called uniform.

It must be noted that the selection of the thresholds has an impact on the ‘rationality’
of the collective set. For instance, it is not difficult to see that the unanimity rule might return
incomplete collective sets, and that a uniform quota rule imposing a common threshold lower
than

˙
N
2

�
might return collective sets containing both a formula and its negation. In general, one

can identify precise constraints on the thresholds, which can enforce a well-behaved output of the
aggregation. For instance, for each pair ' and :', the inequalities

t' C t:' � jN j C 1 (2.4)
t' C t:' � jN j (2.5)

⁷In voting theory, the majority rule is indeed called simple majority rule to distinguish it from supermajority (or qualified)
majority requiring a support greater than 50% of the individuals.
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are necessary and sufficient conditions for the collective set to be complete (i.e., to contain at least
one of ' or :', Formula 2.4) and, respectively, to be such that it never contains both a formula
and its negation (i.e., to contain at most one of ' and :', Formula 2.5). is latter property is
usually referred to as weak consistency.

e class of all quota rules has been studied extensively in [DL07b]. We will come back
to the majority rule in much more detail later in Chapter 3, and to quota rules as possible escape
routes to some of the impossibility results of judgment aggregation in Chapters 4 and 5.⁸

Premise- and conclusion-based rules
We have already encountered the premise- and conclusion-based rules in Section 1.2. Here we
give a more precise formulation of them.

Premise-based rule:

fpb.P / D fmaj .PPrem/ [
˚
' 2 Conc j fmaj .PPrem/ ˆ '

	
(2.6)

where: Prem � A consists of the subagenda containing the issues that are considered
premises in the aggregation, and their negations; Conc � A consists of the subagenda con-
taining the issues that are considered conclusions in the aggregation, and their negations;
Prem and Conc are a partition of A; and PPrem (respectively, PConc) denotes the profile
obtained from the restrictions of the judgment sets to the formulae in Prem (respectively,
Conc). I.e., ' is collectively accepted iff it is a premise and it has been voted by the majority
of the individuals or it is a conclusion entailed by the premises accepted by the majority.

Conclusion-based rule:

fcb.P / D fmaj .P
Conc/ (2.7)

where PConc is as for the premise-based rule. I.e., ' is collectively accepted iff it is a con-
clusion and it has been voted by the majority of the individuals.

Intuitively, premise- and conclusion-based rules apply propositionwise aggregation, via the ma-
jority rule, only to specific subsets of the agenda, viz., its premises or its conclusions. ey have
played a pivotal role in the development of the theory of judgment aggregation, and much litera-
ture has been dedicated to their analysis (see, for instance, [NP06, DM10]). We will come back
to them at several places in the remaining of the book.

An example
It is now time to illustrate the workings of all the above rules side by side. We do that with yet
another variant of the doctrinal paradox:

Example 2.6 Let A D ˙ fp; p ! q; qg, and attach the following intuitive reading to the three
issues [DL07a]:
⁸See in particular Sections 4.2.2 and 5.3.
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p p ! q q

J1 1 1 1

J2 1 0 0

J3 0 1 0

fmaj 1 1 0

fu
ft 0 1 1 0

ft 00 1 0 0

fpb 1 1 1

fcb 0

Figure 2.1: An illustration of several aggregation rules from Example 2.6.

p: Current CO2 emissions lead to global warming.
p ! q: If current CO2 emissions lead to global warming, then we should reduce CO2
emissions.
q: We should reduce CO2 emissions.

e profile consisting of the three judgment sets J1 D fp; p ! q; qg, J2 D

fp;:.p ! q/;:qg and J3 D f:p; p ! q;:qg, once aggregated via propositionwise ma-
jority (fmaj ), gives rise to an inconsistent collective judgment set J D fp; p ! q;:qg.
Propositionwise unanimity (fu) does not accept any of the items of the agenda. If we assume
that Prem D fp; p ! qg and Conc D fqg, the premise-based rule (fpb) generates a collective
judgment accepting all items, and the conclusion-based rule (fcb) rejects the conclusion q, and
does not accept any other item of the agenda.

We give two examples of quota rules. e first is a quota rule that requires majority over
the premises and their negations, but requires a unanimous vote to collectively accept the positive
conclusion and one individual to reject it. at is: t 0p D t 0p!q D t 0:p D t 0

:.p!q/
D

l
jN jC1
2

m
, t 0q D

jN j, and t 0:q D 1.⁹ is quota rule accepts both premises but rejects the conclusion. e second
one requires majority on all atomic issues and unanimity on the implicative issues.¹⁰ at is: t 00p D

t 00:p D t 00q D t 00:q D

l
jN jC1
2

m
, t 00p!q D jN j and t 00

:.p!q/
D 1.¹¹ is rule then accepts one premise

but rejects the implicative premise and the conclusion. Figure 2.1 recapitulates the outputs just
discussed.

It is no accident that all aggregation rules in the above example either fail to yield a judgment
set (all except fpb and ft 00 , whose output is consistent and complete) or output sets that are

⁹Notice that these thresholds satisfy the constraints in Formulae 2.4 and 2.5.
¹⁰resholds of this type, on agendas containing only the implication connective are extensively studied in [Die10].
¹¹Again, note that these thresholds satisfy the constraints in Formulae 2.4 and 2.5.
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inconsistent with one another (fpb accepts q while fcb and ft 00 reject it). e reasons for such
failure are deep and we will probe them in Chapter 3. e remainder of the present chapter sets
the stage for those investigations.

2.2 AGENDA CONDITIONS
We introduce here three conditions on agendas, which capture the sort of logical interdependence
possibly arising between their elements.

2.2.1 HOW INTERCONNECTED IS AN AGENDA?
We define and illustrate the agenda conditions known as non-simplicity, even-negatability and
path-connectedness. We also introduce the auxiliary notion of conditional entailment.

Non-simplicity
e first agenda condition is almost self-explanatory, and is usually referred to as non-simplicity
[NP07].

Definition 2.7 Non-simple agendas. An agenda A is non-simple (NS) iff it contains at least
one set X s.t.:

• 3 � jX j;

• X is minimally inconsistent, i.e.:

– X is inconsistent;
– 8Y .. Y � X : Y is consistent.

An agenda is called simple if it is not non-simple.

It is easy to see that agenda ˙ fp; q; p ^ qg is non-simple as the set fp; q;:.p ^ q/g is
clearly minimally inconsistent. Notice that if X is minimally inconsistent then, for some ' 2 X ,
it is not only the case that X � f'g is consistent, but also that X � f'g ˆ :'. Non-simplicity is
the minimal level of complexity for an agenda to run into problems when attempting aggregation.

On the other hand, we will see that if an agenda is simple then aggregations of a non-
degenerate kind are possible. In fact, the propositionwise majority rule can be proven to be the
unique aggregation function that satisfies some highly desirable properties.¹² By Definition 2.7,
simple agendas are agendas where minimally inconsistent sets have cardinality of at most two.¹³
Examples are agendas whose issues consist of logically unrelated formulae (e.g., fp; q; rg),¹⁴ or
agendas whose issues can be ordered by logical strength like ˙ fp; p ^ q; p ^ q ^ rg.
¹²We will come back to this result (eorem 3.2) later in Section 3.4.
¹³Simplicity was introduced by [NP07] as themedian property, i.e., the property according to which every minimally inconsistent
subset of the agenda has size � 2.

¹⁴ese agendas are also known as bipolar agendas [DL10b].
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Conditional entailment
From non-simplicity we move now to the related notion of conditional entailment [DL13a]. is
will be needed later to define the condition of path-connectedness.

Definition 2.8 Conditional entailment. Let '; 2 A. We say that ' conditionally entails  
(notation: ' ˆc  ) if for some (possibly empty)X � A, which is consistent with ' and with : ,
f'g [X ˆ  .

Conditional entailment expresses that the acceptance of follows from the acceptance of '
either directly—by logical consequence—or indirectly once a set of formulae X is also accepted,
which is compatible with both the acceptance of ' and the rejection of  . Intuitively, the fact
that ' conditionally implies  captures a specific dependency within the structure of the agenda
whereby if, on the one hand, it is possible to accept both ' and the formulae in X or both X and
: , on the other hand, accepting ' and X would compel one to also accept  .

A few observations are in order. If ' ˆ  (i.e., is a logical consequence of ') then ' ˆc  

since  follows from f'g [ ;. If an agenda contains ' ¤  such that ' ˆc  , then the agenda
must have been generated by a set of issues containing at least two formulae. We conclude with
the following observation relating conditional entailment to the property of non-simplicity:

Fact 2.9 Conditional entailment andNS LetA be an agenda and '; 2 A. If (i) ' ˆc  and
(ii) ' 6ˆ  , then A satisfies NS.

Proof. By (i), (ii) and Definition 2.8 it follows that there exists X ¤ ; such that f'g [X ˆ  

and hence such that X [ f';: g is inconsistent. By the compactness¹⁵ of propositional logic
there exists a smallest non-empty X 0 such that X 0 [ f';: g is inconsistent. Set X 0 [ f';: g is
therefore minimally inconsistent and has cardinality bigger or equal to 3. Hence A satisfies NS.

�

Even negations
e second agenda condition is known as even negatability or even number negations property,
and is slightly more involved:

Definition 2.10 Evenly negatable agendas. An agenda A satisfies the even negations condition
(EN) iff:

• A contains a minimally inconsistent set X � A and a set Y D f'; g � X , such that X �

Y [ f:';: g is consistent.¹⁶
¹⁵e compactness of propositional logic guarantees that, ifX ˆ ' (withX possible infinite), then there exists a smallest (finite)
set X 0 � X such that X 0 ˆ '.

¹⁶Notice that, technically,X � Y [ f:';: g is not necessarily a subset of the agenda because it might contain double nega-
tions. Clearly, the removal of double negations yields an equivalent set that is a subset of the agenda.
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In other words, the agenda satisfies the even number negations condition whenever it contains
at least one minimally inconsistent set X that can be made consistent by negating two of its
elements.¹⁷ Notice that no cardinality restriction is imposed on X itself.

Again, it is easy to see that the agenda ˙ fp; q; p ^ qg satisfies this property, as well as
A D ˙ fp; q; p ! qg. Other agendas do not:

Example 2.11 Non evenly negatable agendas Consider A D ˙ fp; q; p $ qg. We have
the following minimally inconsistent sets: fp;:q; p $ qg, f:p; q; p $ qg, fp; q;:.p $ q/g,
f:p;:q;:.p $ q/g. None of these sets can be made consistent by negating any pair of formulae
in the set.

Example 2.12 Evenly negatable agendas (Arrow’s agenda) Consider the following agenda,
which we have already encountered in Chapter 1: ˙ fa � b; b � c; c � ag where a � b, b � c

and c � a are taken to be atomic propositions. Assume now the agenda is constrained by the set
of propositional formulae so defined for x ¤ y ¤ z 2 fa; b; cg:

(asymmetry) x � y ! :.y � x/

(completeness) .x � y _ y � x/ ^ :.x � y ^ y � x/

(transitivity) .x � y ^ y � z/ ! x � z

e constraints reproduce, in propositional form, the first-order constraints P1-P3 of linear orders
we have already encountered in Section 1.2.2. Under these constraints, the agenda satisfies EN
since set fa � b; b � c; c � ag is minimally inconsistent and can be made consistent by swapping
the first and third elements.

Path-connectedness
e third agenda condition is known as path-connectedness [DL13a] and was first introduced in
[NP02] under the name of total-blockedness.

Definition2.13 Path-connectedagendas. An agendaA is path-connected (PC) iff for all '; 2

A there exists a sequence '1; : : : ; 'n of elements of A s.t.: ' D '1,  D 'n and 'i ˆc 'iC1 for
1 � i < n.

So, we call an agenda path-connected whenever any two of its formulae are logically con-
nected in either a direct way, or in an indirect way by fixing the truth value of some other for-
mula in the agenda. Intuitively, path-connectedness expresses a ‘tightness’ condition over agendas

¹⁷e condition is more often stated in the (apparently weaker) version requiring Y to be of even size instead of being of size
2. e two formulations are however equivalent as shown in [DL13a]. In [DL07a] the condition is referred to as minimal
connectedness, in [Lis12] as even number negatability. It is known to be equivalent to the non-affineness condition introduced
in [DH10a].
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Figure 2.2: A directed graph representing the conditional entailment relations in agenda
˙ fp; q; p ^ qg (reflexive arrows are omitted). e three lower elements cannot be connected to the
three upper elements. An arrow from ' to  denotes ' ˆc  . If an arrow from ' to  is labeled by �
it means that ' [ � ˆ  and f'; �g and f�;: g are consistent. e relevant label for an arrow from
' to  is the one closer to  .

whereby the acceptance/rejection of an issue can, under different conditions, demand the accep-
tance/rejection of any other issue. In yet other words, there exists a ˆc-path connecting any two
elements in the agenda.¹⁸ Path-connectedness is a demanding agenda condition. Here are two
examples:

Example2.14 Path-disconnectedagendas eagenda of the doctrinal paradox ˙ fp; q; p ^ qg

is not path-connected. is can be appreciated by noticing that no negative proposition condi-
tionally entails a positive proposition in the agenda. Figure 2.2 displays a directed graph depicting
the conditional entailment relations for this agenda: a directed arrow from ' to  indicates that
' conditionally implies  . Arrows are labeled with the formulae that establish the conditional
entailment in the relevant direction (e.g., p ˆc p ^ q with q being the extra assumption deter-
mining the entailment). Similar considerations can be made for agendas ˙ fp; q; p ! qg and
˙ fp; q; p _ qg.¹⁹

¹⁸It might be instructive to also notice that PC is equivalent to the requirement that the transitive closure of the conditional
entailment relation of Definition 2.8 covers the Cartesian square of the agenda, i.e., .ˆc/

C D A�A, where .ˆc/
C denotes

the transitive closure of ˆc .
¹⁹Recall that in propositional logic p ! q is equivalent to :.p ^ :q/ and p _ q is equivalent to :.:p ^ :q/.
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Figure 2.3: A directed graph representing (some of ) the conditional entailment relations in agenda
˙ fa � b; b � c; c � ag. Again, the relevant labels for reading the conditional entailments off the
arrows are the ones closer to the head of the arrow, and reflexive arrows are omitted. Each formula is
reachable through a path from any other formula.

Example 2.15 Path-connected agendas Consider again Arrow’s agenda
˙ fa � b; b � c; c � ag from Example 2.12. is agenda satisfies PC, as its conditional
entailment graph in Figure 2.3 shows. Another agenda satisfying PC, which we have en-
countered in the previous section is the discursive dilemma agenda: ˙ fp; q; r; r $ .p ^ q/g.

2.2.2 COMPARING AGENDA CONDITIONS
e above agenda conditions seem to impose rather different constraints on the strength of in-
terconnections between the elements of the agenda. It is therefore worth looking at how they
logically relate to one another:

Fact 2.16 Relative strength of agenda conditions

i) EN, NS and PS have a non-empty intersection;

ii) EN and NS are logically independent;
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iii) PC and EN are logically independent;

iv) PC implies NS.

Proof. i) Arrow’s agenda ˙ fa � b; b � c; c � ag (recall Examples 2.12 and 2.15) is non-
simple, evenly negatable and path-connected. Also the agenda of the discursive dilemma
˙ fp; q; r; r $ .p ^ q/g satisfies all three conditions. ii)ere exist agendas which satisfy NS but
not EN (e.g., ˙ fp; q; p $ qg) and agendas which satisfy EN but not NS (e.g., ˙ fp; r; p ^ qg).
iii) ere exist agendas which satisfy PC but not EN (e.g., ˙ fp; q; p $ qg again), and agendas
which satisfy EN but not PC (e.g., ˙ fp; q; p ! qg). iv) Assume PC and take '; such that
' ˆc  . We have two cases: either (a) ' 6ˆ  or (b) ' ˆ  . If (a), then by Fact 2.9, the agenda
satisfies NS. If (b), then :' 6ˆ  , since ' and  are contingent (Definition 2.1). By PC, there
exists a chain of conditional entailments from :' D  1 to ' D  n. We have in particular that
 i ˆc  iC1 and  i 6ˆ  iC1, for 1 � i < n. By Fact 2.9, we thus obtain that the agenda satisfies
NS. �

is concludes our presentation of the structural conditions on agendas most commonly consid-
ered in the judgment aggregation literature.²⁰ We now move to a discussion of the conditions that
can be imposed on the aggregation function.

2.3 AGGREGATION CONDITIONS
How would we like an aggregation function to behave? For instance, do we wish the aggregation
to be such that if all individuals accept one issue, then also their aggregate does? Do we wish
all individuals to have the same weight in the aggregation, and that the aggregation treats the
acceptance and the rejection of each issue in an unbiased way? is section introduces formal
definitions of these—and many other—properties of aggregation functions that one might like
to impose on aggregation functions in order to constrain their behavior.

Before starting, let us first fix some auxiliary terminology and notation, which will help us
to streamline our exposition in the coming sections. Let ˚;˚ 0 � A and P;P 0 2 P :

• ˚ agrees with ˚ 0 on formula ' (notation: ˚ D' ˚
0) whenever it is the case that ' 2 ˚ if

and only if ' 2 ˚ 0;

• P is an i-variant of P 0 (notation: P D�i P
0) whenever P and P 0 differ possibly only in

their i th entries, that is, 8j ¤ i W Pj D P 0
j .

²⁰While the agenda conditions we have presented are among the ones that have most commonly been used in the literature,
many others have been studied. A comprehensive overview can be found in [DL13a].
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By ˚ ¤' ˚
0 we indicate that ˚ does not agree with ˚ 0 on ',²¹ and by P ¤�i P

0 that P and P 0

are not i variants of one another.

2.3.1 HOW SHOULD AN AGGREGATION FUNCTION BEHAVE?
We are now ready to list a number of aggregation conditions that are commonly contemplated
in the literature on judgment aggregation. Aggregation conditions are properties of aggregation
functions. Aggregation functions represent different procedures for aggregating judgments. So
the question arises of how to compare them and, crucially, of how to justify the application of one
over another. e more ‘good’ properties are satisfied by a function, one might say, the better. e
exact formulation of aggregation conditions allow us to compare different aggregation functions
and study their behavior formally.

We identify two sets of conditions: output conditions expressing properties of the output of
an aggregation function; andmapping conditions expressing properties of how the input is mapped
to the output of the aggregation.²² We will comment extensively on the definitions of these con-
ditions in the following section.

Definition 2.17 Output conditions. Let J D hN;Ai be a judgment aggregation problem and
X � A. An aggregation function f for J is:

Consistent iff 8P 2 P , f .P / is a consistent set of formulae.
I.e., the collective set expresses a logically consistent view.

Complete iff 8' 2 A;8P 2 P ; ' 2 f .P /  :' 2 f .P /.
I.e., the collective set is not undecided about any issue.

Closed iff 8' 2 A;8P 2 P ;  f .P / ˆ '  ' 2 f .P /.
I.e., the collective set accepts all logical consequences (contained in the agenda) of the for-
mulae it accepts.

Collectively rational or simply rational (RAT) iff f .P / is consistent and complete.
I.e., the collective set is a judgment set.

So an aggregation function is called rational if and only if it always outputs consistent and com-
plete sets of formulae, that is, if and only if it always outputs judgment sets. To say it otherwise,
the aggregation is rational whenever its type is f W P �! J .

Definition 2.18 Mapping conditions. Let J D hN;Ai be a judgment aggregation problem.
An aggregation function f for J is:
²¹Notice that if ˚ is a judgment set (that is, it is consistent and complete) accepting ' and ˚ 0 is the collective set resulting
from an aggregation (hence not necessarily consistent and complete), then ˚ ¤' ˚

0 may indicate either that :' 2 ˚ 0, or
that neither ' nor :' belong to ˚ 0.

²²e latter are sometimes also referred to as responsiveness conditions [Lis12].
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Anonymous (AN) iff 8P;P 0 2 P .. P 0 is a permutation of P :²³ f .P / D f .P 0/.
I.e., all individuals have the same weight in the aggregation.

Unanimous (U) iff 8' 2 A;8P 2 P W  Œ8i 2 N W Pi ˆ '�  ' 2 f .P /.
I.e., if all individuals agree on accepting ', so also does the collective set.

Responsive (RES) iff 8' 2 A; 9P;P 0 2 P .. ' 2 f .P /  :' 2 f .P 0/.
I.e., any formula can possibly be collectively accepted (or rejected) in some profile.

Dictatorial (D) iff 9i 2 N .. 8P 2 P W f .P / D Pi .
I.e., there exists an individual (the dictator) whose judgment set is always identical to the
collective set.

Oligarchic (O) iff 9O � N .. O ¤ ;;8' 2 A;8P 2 P : Œ
T
i2O Pi D' f .P /�.

I.e., there exists a non-empty set (the oligarchy) of individuals (oligarchs) s.t. any formula
is collectively accepted if and only if it is accepted by each oligarch.

Monotonic (MON) iff 8' 2 A;8i 2 N;8P;P 0 2 P W  ŒP D�i P
0  Pi 6ˆ '  P 0

i ˆ

'�  Œ  ' 2 f .P /  ' 2 f .P 0/�.
I.e., if the collective judgment accepts a formula, then letting one of the individuals that
rejects that formula switch to acceptance does not modify the collective judgment.

Independent (IND) iff 8' 2 A;8P;P 0 2 P :  Œ8i 2 N W Pi D' P
0
i �  f .P / D' f .P

0/.
I.e., if all individuals in two different profiles agree on the acceptance or rejection of some
formula in the agenda, then the aggregated judgments of the two profiles also agree on the
acceptance or rejection of the formula.

Neutral (NEU) iff 8'; 2 A;8P 2 P W  Œ8i 2 N W Pi ˆ '  Pi ˆ  �  Œ' 2

f .P /   2 f .P /�.
I.e., if all individuals in one same profile accept a formula ' if and only if they accept a
formula  , then in the aggregated profile ' is accepted if and only  is.

Systematic (SYS) iff 8'; 2 A;8P;P 0 2 P :  Œ8i 2 N W Pi ˆ '  P 0
i ˆ  �  Œ' 2

f .P /   2 f .P 0/�.
I.e., if all individuals in two different profiles agree on the acceptance or rejection pattern of
two formulae (' is accepted iff  is accepted), the aggregated judgments of the two profiles
also do.

Unbiasedness (UNB) iff 8' 2 A;8P;P 0 2 P W  Œ8i 2 N W Pi ˆ '  P 0
i ˆ :'�  Œ' 2

f .P /  :' 2 f .P 0/�.
I.e., if in two different profiles an individual accepts ' in the first iff it rejects ' in the second,
then the aggregation on the first profile accepts ' iff the aggregation on the second rejects
it.

²³Let � W N �! N be a bijection. e permutation �.P/ of P D hJi i1�i�jN j is the profile
˝
J�.i/

˛
1�i�jN j

.
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e above conditions state some very diverse constraints on how the aggregation maps
the input—a judgment profile—to the output—a judgment set. All of them, as we will see in the
next section, appeal to some intuition of what counts as a ‘fair’ or ‘reasonable’ aggregation process.
e theory of judgment aggregation starts by the realization that natural combinations of these
conditions lead to unacceptable consequences.

2.3.2 ON THE ‘MEANING’ OF THE AGGREGATION CONDITIONS
Output conditions
Let us start with the output conditions. Condition RAT imposes the result of the aggregation to
be a set of formulae of the same type of the ones held by the individual judgments. More loosely,
it forces the view of the collective to be like the one of each individual in the group. is involves
being consistent, i.e., non-contradictory, and complete, i.e., accepting or rejecting each single
issue. Closure is a weaker property than completeness, as it just requires the collective judgment
to explicitly accept all the consequences of the formulae it accepts.²⁴

Mapping conditions
Let us move then to the mapping conditions. Condition AN states that the aggregation is inde-
pendent of the order in which the individuals’ judgment sets appear in profiles. In other words,
profiles are treated as multi-sets. Condition U simply states that if all individuals agree on the
acceptance or rejection of one issue, the aggregated profile agrees too. Condition RES imposes
that for any formula there is some profile that, once aggregated, accepts that formula. In other
words, all formulae have a chance of being collectively accepted. Finally, D states that there exists
one individual—the dictator—and O that there exists a set of individuals—the oligarchy—who
dictate the outcome of every possible aggregation. Clearly, if a function satisfies AN it cannot
neither be dictatorial nor oligarchic.

e remaining properties are slightly more involved. A good way to illustrate them is by
picturing profiles as matrices:

Remark 2.19 Matrix representation of profiles We have already noted that each judgment set
can be thought of as a valuation J W A �! f1; 0g. Given an enumeration of the elements of A, a
judgment set can therefore be represented as a tuple (a vector)

˝
J.'1/; : : : ; J.'jAj/

˛
. And given an

enumeration of the judgment sets, a profile can be represented as
˝
P1; : : : ; PjN j

˛
, and therefore as a

matrix where each row is a judgment set, and each column encodes the attitude of each individual
toward a formula: 0BBB@

P1.'1/ P1.'2/ : : : P1.'jAj/

P2.'1/ P2.'2/ : : : P2.'jAj/
:::

:::
: : :

:::

PjN j.'1/ PjN j.'2/ : : : PjN j.'jAj/

1CCCA
²⁴E.g., ; satisfies consistency and closure, but not completeness.
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where Pi .'j / is the value (1 for acceptance, 0 for rejection) that judgment set Pi attributes to
formula 'j . at is, each cell represents whether individual i (i.e., the i th row) accepts formula j
(i.e., the j th column).²⁵

To proceed with our illustration of the meaning of aggregation conditions, consider now
two profiles P and P 0, together with their aggregated sets:

P1.'1/ P1.'2/ : : : P1.'jAj/

P2.'1/ P2.'2/ : : : P2.'jAj/
:::

:::
: : :

:::

PjN j.'1/ PjN j.'2/ : : : PjN j.'jAj/

f .P /.'1/ f .P /.'2/ : : : f .P /.'jAj/

and

P 0
1.'1/ P 0

1.'2/ : : : P 0
1.'jAj/

P 0
2.'1/ P 0

2.'2/ : : : P 0
2.'jAj/

:::
:::

: : :
:::

P 0
jN j
.'1/ P 0

jN j
.'2/ : : : P 0

jN j
.'jAj/

f .P 0/.'1/ f .P 0/.'2/ : : : f .P 0/.'jAj/

where f .P /.'j /—respectively, f .P 0/.'j /—is the value that the collective set attributes to for-
mula 'j .

With this in mind, it becomes easier to picture the behavior that each condition imposes
on the aggregation. Let us start with MON. It says that if all rows in P and P 0 are identical
except for one, say row i , and that row assigns 0 to ' in P and 1 to it in P 0, then if f .P / assigns
1 so does f .P 0/. en, IND states that, for j s.t. 1 � j � jAj, if the j th column in P consists
of the same sequence of zeros and ones as the j -th column in P 0, then the j -th element in the
aggregated sets is the same. Property NEU states something similar about two columns in one
profile: for any two columns 1 � j ¤ k � jAj in a given profile P , if the j th column consists of
the same sequence of zeros and ones as k-th column, then the j th and kth entries in the vector
of the collective set are the same.

Finally, property SYS pulls IND and NEU together. It states that, for any two columns
1 � j ¤ k � m in, respectively, profile P and profile P 0, if the j th column in P consists of the
same sequence of zeros and ones as the kth column in P 0, then the j th and kth entries in the
vector of the collective set are the same.²⁶ So SYS is equivalent to the conjunction of IND and
NEU. Finally, UNB weakens SYS by stating that if the column of ' in P consists of the same
sequence of zeros and ones as the column of :' in P 0, then the value assigned to ' by f .P / is
the same as the value assigned to :' by f .P 0/.

Example2.20 Properties of aggregation rules Before concluding this chapter, let us briefly test
some of the aggregation rules introduced in Section 2.1.4 against some of the above conditions.

²⁵Matrices just make the tabular representations of judgment sets we have been familiar with since Chapter 1 (e.g., Figures 1.4
and 1.5) more rigorous. e matrix representation of profiles will come in handy again in Chapter 7.

²⁶ If f is systematic, then the only information which, in a given profile P , is used by f are properties of the columns of
P (e.g., the proportion of 1s and 0s in the column). More precisely, there exists a function g which, for each 1� 0 matrix
generated by a profile, associates a sequence of 1� 0 values such that, for 1 � j � m (cf. [PvH06]): f .P1; : : : ; Pn/.'j / D

g.P1.'j /; : : : ; Pn.'j //:
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Clearly, none of those rules satisfy D and they all satisfyMON. Rules fu is not complete and fmaj
is not consistent—as we have seen with the discursive dilemma and the doctrinal paradox—and
hence they do not satisfy RAT. On the other hand, they both satisfy SYS.²⁷ As to premise- and
conclusion-based rules: fpb satisfies RAT and fcb is consistent but not complete (and hence does
not satisfy RAT). None of them, however, satisfies NEU given the distinct role that premises and
conclusions play in the aggregation process. e reader is invited to test other combinations of
properties on those rules.

2.4 FURTHER TOPICS
e chapter has introduced the nuts and bolts of judgment aggregation as framed within propo-
sitional logic, which will be our working framework throughout the book. is framework was
first introduced by [LP02] and later developed Dietrich and List in a long series of papers, of
which [DL13a] is the most recent contribution. However, this is by no means the only existing
framework in which to mathematize judgment aggregation problema. In this final section we
point the reader to two important alternatives to the propositional logic framework: the abstract
aggregation framework and the general logics framework. ey both generalize the propositional
logic framework, albeit in two different ways. While the first one treats the problem of aggre-
gation abstracting away from any concrete logical language, the second one generalizes it from
propositional logic to any logic satisfying some basic properties.

2.4.1 ABSTRACT AGGREGATION
As we have seen above while illustrating some of the aggregation conditions, judgment sets can be
viewed as functions J W A �! f1; 0g preserving the meaning of propositional connectives, where
the values 1 and 0 stand for acceptance and, respectively, rejection. Bearing on this view, judgment
sets are indeed usually represented as rows of yes/no or 1-0 values, one for each of the issues
the agenda is built on. If the agenda A is closed under atoms, i.e., it contains all the atomic
propositions occurring in their formulae, then each judgment set J corresponds to a propositional
valuation function J W At �! f1; 0g from those atomic propositions to f1; 0g.²⁸

From this vantage point, one can easily forget the nature of the agenda and simply focus
on vectors of 1-0 values, appropriately constrained in order to eliminate ‘irrational’ vectors, and
study aggregation functions as objects of type f W V jN j �! f1; 0gm where V � f1; 0gm is the set
of ‘rational’ vectors andm is the number of issues. is setup, first proposed in social choice theory
by [Wil75] as a generalization of preference aggregation, has been widely exploited in judgment
aggregation. Key contributions are [DH10a, DH10b] and [NP10a] which developed abstract
variants of many of the results we are going to present in the remaining chapters.

²⁷An extensive axiomatic study of fmaj follows in the next chapter.
²⁸Many of the examples we will be handling in the book (cf. the doctrinal paradox or Example 2.6) are of this type.
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Recently, the abstract framework has been object of further study in the field of artificial
intelligence where [GE13] has investigated the interaction between output and mapping con-
ditions by looking at which output conditions would be preserved, from individual to collective
judgment sets, under the assumption that given mapping conditions are satisfied by the aggrega-
tion function.

2.4.2 GENERAL LOGICS
e paradoxes of the aggregation of judgments we have introduced in Chapter 1 are not a pe-
culiarity of propositional logic, and one can show that similar issues would hamper aggregation
problems framed in other logics like many-valued [Got07] or modal [BdV01] logics. is is, in a
nutshell, the upshot of the work presented in [Die07]. Aggregation is potentially difficult when-
ever the to-be-aggregated issues are related by some notion—not necessarily classical—of incon-
sistency, and hence of logical consequence. e centrality of the notion of logical consequence
might have already become apparent to the reader in Section 2.2, where all agenda conditions we
considered have been using solely that notion.

In the Tarskian tradition logical consequence can be studied from a structural standpoint
as a relation (or operation) satisfying some precise constraints [Tar83].²⁹ As different logics would
define consequence relations obeying different constraints, [Die07] formulates and studies judg-
ment aggregation abstracting away from the specifics of any logic and focusing solely on the type
of their consequence relation.

²⁹For ˆ � }.L/� L denoting a consequence relation over language L, the classical constraints (corresponding to a Tarskian
closure operator) are: ' 2 X implies X ˆ ' (extensiveness); X ˆ ' and X � Y implies Y ˆ ' (monotonicity); X ˆ '
and 8 2 X W Y ˆ  implies Y ˆ ' (idempotency).
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C H A P T E R 3

Impossibility
Are the discursive dilemma and the doctrinal paradox just quirks of propositionwise majority
voting? Or would any other seemingly reasonable aggregation procedure run into similar troubles?
In this chapter we show how these questions can be answered from a very general standpoint,
using the so-called axiomatic method. Aggregation conditions are chosen as axioms in an attempt
to restrict the set of possible aggregation procedures to a few desirable ones.e axiomatic method
is the most influential methodological tool of social choice theory since Arrow’s theorem [Arr50],
and the chapter showcases its application to judgment aggregation.

Chapter outline: e axiomatic method is first illustrated in Section 3.1, where the proposition-
wise majority rule is proven to be, on simple agendas, the only aggregation function that satisfies
some highly desirable aggregation conditions. Section 3.2 moves to richer agendas and proves
one of the many so-called impossibility theorems of judgment aggregation, showing that rather
undemanding conditions on the aggregation function force the aggregation to be dictatorial, i.e.,
such that one individual always decides the outcome of the aggregation. e theorem, due to
Dietrich and List [DL07a], will be proven by using a widespread proof technique in the litera-
ture on social choice theory: the ultrafilter proof technique. Section 3.3 discusses the result and its
proof in further detail and, using the same technique, proves a related impossibility result [DL08]
based on the existence of an oligarchy rather than a dictatorship. Finally, Section 3.4 discusses
and provides pointers to other similar results in the literature, including the case of infinite elec-
torates, and touches upon the relationship between preference and judgment aggregation. e
chapter builds and elaborates on material taken mainly from [DL07a, DL08, KE09, Lis12] and
[Odi00].

3.1 WHAT IS THE MAJORITY RULE LIKE?
e previous chapter has introduced formal definitions of properties of agendas and aggregation
functions. Everything is in place to study what happens of judgment aggregation when some of
those properties (or their negations) are imposed as axioms upon the aggregation. Ultimately, this
will lead us to unveil the incompatibility of many natural bundles of such properties, through the
so-called impossibility theorems, to which we will turn in much detail in Section 3.2.

First, however, we will concern ourselves with an example of a somewhat more ‘positive’
type of result. e reader might have noticed that, among the aggregation functions introduced
at the end of Chapter 1, propositionwise majority is the one we have encountered most often in
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the examples discussed so far. e reason is that propositionwise majority voting can be shown
not only to enjoy a number of desirable properties, but also that, on a specific class of agendas, it
is also the only function satisfying a bundle of those desirable properties.

3.1.1 PROPERTIES OF PROPOSITIONWISE MAJORITY
ere are good reasons for putting special emphasis on propositionwise majority:

Fact 3.1 Let J D hN;Ai be a judgment aggregation problem:

i) fmaj does not satisfy D;

ii) fmaj satisfies U, RES, AN, MON, IND, NEU, SYS, UNB;

iii) If A is simple, then fmaj satisfies RAT iff jN j is odd.

Sketch of proof. In the case of fmaj, in each profile P , the only information needed to decide
whether a formula ' is collectively accepted is the integer jP' j, i.e., the number of individuals
accepting '. Given this observation, claims i) and ii) follow fairly straightforwardly and are left
to the reader. We focus on claim iii). ( We show that if A is simple and jN j is odd then fmaj is:
(a) consistent and (b) complete. (a) If A is simple then each minimally inconsistent set X is such
that jX j < 3 (Definition 2.7), viz. X D f'; g for ' ˆ : . Suppose toward a contradiction that
for some P , fmaj.P / is inconsistent. It must then contain a minimally inconsistent set f'; g. So,
by the definition of fmaj, both jP' j and jP j are greater or equal to

˙
NC1
2

�
. We have two cases:

(a’) P' \ P D ;; (a”) P' \ P ¤ ;. If (a’), then jP' j C jP j > N , which is impossible. If (a”),
then for some i 2 N , Pi ˆ ' and Pi ˆ  , which is impossible by the definitions of aggregation
function (Definition 2.4) and judgment set (Definition 2.2). Contradiction. (b) If jN j is odd then
fmaj clearly outputs a complete set of judgments as for any issue ' there will either be a majority
for ' or for :'. ) We show that if A is simple and fmaj satisfies RAT then jN j is odd. Assume,
toward a contradiction, that jN j is even. Take now a profile P such that jP' j D jP:' j. We have
that ' 62 fmaj.P / and :' 62 fmaj.P /, against the assumption of RAT. �

So, the majority rule implements all among the desirable mapping conditions (Definition 2.18)
we mentioned in the previous chapter, and when considering the case of simple agendas, it also
guarantees the collective judgment to be consistent and complete (when the number of voters is
odd). e natural question is then: are there other aggregation functions with the same features?
e answer is no, as we proceed now to show.
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3.1.2 CHARACTERIZING PROPOSITIONWISE MAJORITY
When aggregating simple agendas, there are no ‘reasonable’ aggregation functions other than the
propositionwise majority rule:

eorem 3.2 Characterization of fmaj. Let J D hN;Ai be a judgment aggregation problem
where A is simple and jN j is odd: an aggregation function f for J is the propositionwise majority
rule fmaj if and only if it satisfies RAT, AN, MON and UNB.

Proof. ) e claim follows directly from Fact 3.1. ( Assume f satisfies AN. en for each
profile P and formula ' 2 A, the only information that f uses to determine whether ' 2 f .P /

is jP' j. at is, P can be abstracted to
˝
jP' j

˛
'2A

. We proceed by case distinction: (i) Assume
that, for any ' 2 A and for any P 2 P s.t. jP' j D jP:' j C 1, ' 2 f .P /. If this is the case, by
MON we have that ' 2 f .P / iff jP' j > jP:' j or, equivalently, jP' j �

l
jN jC1
2

m
. erefore f

is the propositionwise majority rule (Formula 2.1). (ii) Assume that, for some ' 2 A and P 2

P , jP' j D jP:' j C 1 but ' 62 f .P /. By RAT we have that :' 2 f .P /. Now consider a profile
P 0 obtained from P by letting an individual in P' accept :' instead. By MON we still have
that :' 2 f .P 0/. We also have that jP 0

:' j D jP 0
' j C 1, from which by UNB we obtain that ' 2

f .P 0/. Contradiction. �

e theorem can rightly be seen as a judgment aggregation variant of May’s theorem, the
well-known characterization of majority voting in preference aggregation [May52].¹

Voting on simple agendas involves only the choice between collectively accepting or reject-
ing issues with limited logical interdependencies. is is not an uncommon setting. For instance,
multilateral treaties among states often take this form with individual states having to vote on
whether a given provision is to be incorporated or not in a treaty [BKS07]. e import of the the-
orem is that, in such a context (and with an odd number of voters), propositionwise majority is
the only aggregation function that is collectively rational, anonymous, monotonic and unbiased.
In other words, a ‘reasonable’ voting procedure exists and it is moreover unique. e situation
changes drastically when we move to richer agendas.

3.2 AN IMPOSSIBILITY THEOREM
Impossibility theorems are the main type of results that have driven the literature on prefer-
ence and judgment aggregation (cf. the historical discussion of Chapter 1). eir gist consists in
showing that imposing seemingly desirable constraints on the aggregation problem—i.e., on the

¹To the best of our knowledge, the characterization of propositionwise majority of eorem 3.2 is novel. Other characterization
results can be found in the literature. In particular, [DL10b] proves a stronger theorem, with a slightly more involved proof. It
drops the assumption that jN j be odd, and shows that propositionwise majority is the only aggregation function which satisfies
anonymity, a weaker form of unbiasedness known as acceptance/rejection neutrality, and which is collectively consistent (but
not necessarily complete).
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agenda and on the aggregation function—may lead to degenerate forms of aggregation, typically,
to dictatorships.

e present section is devoted to the statement and proof—through the so-called ultrafilter
technique—of one representative impossibility theorem on the aggregation of judgments. Due care
will be taken in explaining and illustrating the ultrafilter proof technique, which is arguably one of
the most important tools in the toolbox of an ‘aggregation theorist’, and which has been applied
to obtain a variety of impossibility theorems in both preference and judgment aggregation. So let
us state the theorem first, which is due to [DL07a]:

Let the agenda be non-simple and even number negatable: an aggregation function
is collectively rational, unanimous and systematic if and only if it is a dictatorship by
some individual.

Or put otherwise, it is impossible to aggregate in a non-trivial way—like dictatorship does—
individual judgments sets into a collective judgment set by respecting unanimity and systematicity.
e reader will find the theorem restated at the end of the section as eorem 3.7.

We now turn to its proof, for which we will need three lemmas. e first one relates the
condition of systematicity to the possibility of defining a set of coalitions of voters which can force
the whole collective judgment. e second one makes explicit the specific structure of this set of
coalitions. Finally, the third one establishes the existence of a dictator.

3.2.1 WINNING COALITIONS
Given any judgment aggregation problem and aggregation function, we can ask ourselves for
which agents it always holds that if they all at the same time accept a given formula, so does the
collective judgment. In other words, we can always define for any element ' of the agenda, what
the coalition is of agents that can always force ' to be collectively accepted. Such coalitions are
called decisive or winning.

Coalitions that are winning for '

Definition3.3 Winningcoalitions for'. LetJ D hN;Ai be a judgment aggregation problem,
f an aggregation function and ' 2 A. A coalition C � N is winning for ' iff:

8P 2 P W  C D P'  ' 2 f .P /:

e set of winning coalitions for ' in J under f is denoted W'.J ; f /.²

Intuitively, a set of individuals is winning for an element of the agenda if, pulling their votes
together, they can guarantee that element to be collectively accepted.

²We will usually drop the reference to J and f as they will usually be clear from the context.
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One could already observe the relevance of aggregation conditions such as IND and SYS
for the existence of winning coalitions. By both those conditions, if there exists a profile P such
that C D fi 2 N j Pi ˆ 'g and ' 2 f .P /, then for all P 0 such that C D

˚
i 2 N j P 0

i ˆ '
	

it
holds that ' 2 f .P 0/. In other words, if C is winning for ' in one profile, then it is winning for '
in all profiles, that is, it is a winning coalition for '.

All-winning coalitions
On the same line, consider now the following set, which contains all those coalitions that are
winning for all formulae in the agenda:

W WD
˚
C � N j 8' 2 A;8P 2 P W  C D P'  ' 2 f .P /

	
(3.1)

We will refer to W simply as the set of winning coalitions.
It turns out that an aggregation function is systematic if and only if it can be described by

a set of winning coalitions, in the following sense: if f is systematic then it will accept ' if and
only if the set of voters accepting ' in the profile is a member of W , and vice versa.

Lemma 3.4 Characterization of SYS byW Let J D hN;Ai be a judgment aggregation problem
and f an aggregation function. ese two statements are equivalent:

i) f satisfies SYS;

ii) ' 2 f .P / iff P' 2 W , for all P 2 P and ' 2 A.

Proof. From i) to ii) Assume i) is the case and prove ii). ( e claim holds directly by the
above definition of W (Formula 3.1). ) Assume ' 2 f .P / and consider the set of voters P' .
For any P 0 2 P , by SYS we have that if P' D P 0

' then ' 2 f .P 0/. Hence P' 2 W according to
the definition of W in Formula 3.1.

From ii) to i) Assume ii) is the case and, toward a contradiction, that f does not satisfy
SYS, that is, 9'; 2 A and 9P;P 0 2 P s.t. P' D P 0

 and ' 2 f .P / and  62 f .P 0/. By ii) it
follows that P' D P 0

 2 W and thus  2 f .P 0/. Contradiction. �

Notice that the result goes through independently of assumptions on the richness of the agenda
and, noticeably, on the rationality of the collective set resulting from the aggregation.

3.2.2 WINNING COALITIONS AS ULTRAFILTERS
We now move to the central lemma in the proof. Under some conditions on the complexity of
the agenda—even-negatability in our case—if the aggregation function is unanimous, systematic
and collectively rational, then the set of winning coalitions W takes the form of an ultrafilter.
Ultrafilters were originally introduced in [Car37] to capture a handful of properties characterizing
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the notion of ‘large set’, like: i) the largest set is a large set; ii) a set is large iff its complement
is not large; iii) if a set is large its supersets are also large; iv) the intersection of two large sets is
large.

e intuition behind the use of ultrafilters in voting theory is that a notion of ‘large set’ can
naturally be used to define independent aggregation procedures responding to the rough intuition:
issue ' is collectively accepted if and only if there is a large set of individuals—a large coalition—
supporting it. So the upshot of the following lemma is that, under the stated conditions of the
theorem, the aggregation function is indeed characterized by a set of winning coalitions where
being ‘winning’ means being ‘large’ in the sense captured by ultrafilters.

Lemma 3.5 Ultrafilter lemma Let J D hN;Ai be a judgment aggregation problem and f an
aggregation function such that A satisfies NS and EN and f satisfies U, SYS and RAT. e setW is
an ultrafilter, i.e.:

i) N 2 W , i.e., the set of all individuals is a winning coalition;

ii) C 2 W iff �C 62 W , i.e., a coalition is winning if and only if its complement is losing;

iii) W is upward closed: if C 2 W and C � C 0 then C 0 2 W , i.e., if a coalition is winning, all
coalitions containing it are also winning;

iv) W is closed under finite intersections: if C;C 0 2 W then C \ C 0 2 W , i.e., if two coalitions are
winning then the individuals they have in common form a winning coalition.

Proof. Proofs follow for each of the four claims:

i) e claim is a direct consequence of the assumption that f satisfies U.

ii) ) Suppose, toward a contradiction, that C;�C 2 W . Consider now a profile where the
judgment sets of the agents in C contain ' and those in �C contain :'. is profile must
exist by the definition of aggregation function (Definition 2.4), and it would be inconsistent,
which is impossible by the assumption of RAT. ( By contraposition, suppose C 62 W .
en, by Lemma 3.4, 8' 2 A;P 2 P we have that if P' D C then ' 62 f .P / and therefore
by RAT that :'f .P /. Since judgment sets are complete, this is equivalent to stating that
8' 2 A;P 2 P if P:' D �C then :' 2 f .P /. Hence, �C 2 W (Formula 3.1).

iii) We proceed toward a contradiction: assume C 2 W , C � C 0 and C 0 62 W . Take a mini-
mally inconsistent set X � A s.t. 9Y � X with Y D f'; g for '; 2 A and s.t. .X � Y / [

f:';: g is consistent. is set exists by EN (Definition 2.10). Since X is minimally incon-
sistent, it follows that .X � f'g/ [ f:'g and .X � f g/ [ f: g are consistent. Consistent
is also, by the definition of EN, the set .X � f'; g/ [ f:';: g. Consider now these three
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...

N � C 0

..

C 0 � C

. C

Figure 3.1: Venn diagram of the tripartition of the set of voters defined in the proof of claim iii)
Lemma 3.5.

coalitions which, notice, form a partition ofN in three subsets (see Figure 3.1 for a depiction
of this coalitional structure):

C1 WD C

C2 WD C 0
� C

C3 WD N � C 0

and consider the judgment profile P defined as follows (double negations are removed):³

Pi D

8<: .X � f'g/ [ f:'g  i 2 C1
.X � f'; g/ [ f:';: g  i 2 C2
.X � f g/ [ f: g  i 2 C3

We can now conclude the following about P . By U, we have that N 2 W and hence
X � f'; g � f .P /. Since C 2 W by assumption, we also have that  2 f .P /. Further-
more, by item ii) in this lemma, and the assumption that C 0 62 W we conclude that C3 2 W
and consequently that ' 2 f .P /. It follows that X � f .P / where X was assumed to be
inconsistent, against the assumption that f satisfies RAT.

iv) Assume toward a contradiction thatC;C 0 2 W andC \ C 0 62 W . By NS there exists a mini-
mally inconsistent setX � A s.t. 3 � jX j (Definition 2.7). Take three elements ofX : '; ; �.
By the same definition we have that for x 2 f'; ; �g: .X � fxg/ [ f:xg is consistent. Con-
sider now these three coalitions which, notice, form a partition of N (see Figure 3.2 for a

³Let us also give a concrete example of the construction for the agenda A D ˙ fp; q;p ^ qg. e minimally inconsistent set
is X D fp; q;:.p ^ q/g and the profile is:

Pi D

8<: fq;:.p ^ q/;:pg  i 2 C1

f:p;:.p ^ q/;:qg  i 2 C2

fp;:.p ^ q/;:qg  i 2 C3
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...

N � C 0

..

C 0 � C

.. C1

Figure 3.2: Venn diagram of the tripartition of the set of voters defined in the proof of claim iv)
Lemma 3.5.

depiction of this coalitional structure):

C1 WD C \ C 0

C2 WD C 0
� C

C3 WD N � C 0

and consider the judgment profile P defined as follows (double negations are removed):⁴

Pi D

8<: .X � f'g/ [ f:'g if i 2 C1
.X � f�g/ [ f:�g if i 2 C2
.X � f g/ [ f: g if i 2 C3

By U we have that X � f'; ; �g � f .P /. Since C 0 D C1 [ C2 2 W , it follows that  2

f .P /. Also, since C � C1 [ C3, by claim iii) above we have that C1 [ C3 2 W . Hence � 2

f .P /. Finally, since by assumption C \ C 0 D C1 62 W , by claim ii) we have that C2 [ C3 2

W and hence that ' 2 f .P /. From this we conclude that X � f .X/. But X was assumed
to be inconsistent, so the conclusion contradicts condition RAT.

is completes the proof.⁵ �

We will comment further on the use of ultrafilters in social choice theory and judgment
aggregation later in Section 3.3.3.
⁴is is a concrete example for the discursive dilemma agenda A D ˙ fp; q;p ^ qg. e minimally inconsistent set is, again,
X D fp; q;:.p ^ q/g and the profile is:

Pi D

8<: fq;:.p ^ q/;:pg if i 2 C1

fp;p ^ q; qg if i 2 C2

fp;:.p ^ q/;:qg if i 2 C3

So, ' WD p,  WD q, � WD :.p ^ q/.
⁵Some readers might have noticed that condition iii) in the definition of ultrafilter could be dispensed with, as it follows from
the other three: if C 0 62 W then, by ii) we obtain that �C 0 2 W , and by iv) that C \ �C 0 D ; 2 W , which is impossible
given i) and ii). Nevertheless, it must be noticed that all conditions need to be established in the proof of the ultrafilter lemma.
To appreciate this notice that, in order to prove that condition iv) holds (using the non-simplicity assumption), one needs to
prove that condition iii) holds (using the even-number negatability assumption).
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SYS U;RAT EN, NS

Lemma 3.4 Lemma 3.5 Lemma 3.6

eorem 3.7

Figure 3.3: Structure of the proof of eorem 3.7. Edges indicate dependences (from top to bottom)
between assumptions, lemmas and the impossibility theorem.

3.2.3 DICTATORS
We conclude with the last lemma needed to establish the theorem. Interestingly, this lemma
consists of a property of all finite ultrafilters, i.e., ultrafilters which are defined, like in our case,
on a finite domain. In fact, we will see, the proof does not involve any reference to aggregation
problems and functions.

Lemma 3.6 Existence of a dictator LetW be an ultrafilter on a finite setN . enW is principal,
i.e.: 9i 2 N .. fig 2 W :

Proof. Recall the definition of ultrafilter given within Lemma 3.5. We will be using the properties
i), ii) and iv) of ultrafilters as defined there. Since jN j is finite, the closure

T
W of W under

finite intersections belongs to W by property iv). We therefore have that
T

W ¤ ;. For suppose
not, then N 62 W by property ii), against property i). So, .... , assume i 2

T
W for i 2 N .

Suppose toward a contradiction that fig 62 W . By property ii) we have that N � fig 2 W , from
which follows that i 62

T
W . Contradiction. Hence fig 2 W . �

Now, since we have showed that the set of winning coalitions is a (finite) ultrafilter, this
lemma tells us that in each such set of winning coalitions there always exists a voter who is a
winning coalition. Such voter is therefore a (unique) dictator. It is worth stressing again that
this lemma does not hinge on any specific judgment aggregation property or construction, but
expresses a general property of finite ultrafilters.
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3.2.4 THE THEOREM
We can now pull the above lemmas together and prove the result we were after:

eorem 3.7 [DL07a]. Let J D hN;Ai be a judgment aggregation problem such that A satisfies
NS and EN, and let f be an aggregation function: f satisfies U, RAT and SYS iff f satisfies D.

Proof. ( It is easy to verify that if f satisfies D then it trivially satisfies U, RAT and SYS.
) By Lemma 3.4, for any P 2 P and ' 2 A:

' 2 f .P /  P' 2 W :

en, by Lemma 3.5 and 3.6 we have that fig 2 W for some i 2 N and hence:

P' 2 W  i 2 P'

which concludes the proof: ' 2 f .P / iff Pi ˆ '. �

So if the agenda exhibits some level of complexity in the logical interrelationships among its
elements, requiring the aggregation function to be collectively rational, unanimous and systematic
amounts to require the aggregation function to be a dictatorship.

e first impossibility theorem of judgment aggregation, proven in the paper that initiated
the field [LP02], is a direct consequence of eorem 3.7. Agendas such as ˙ fp; q; p ^ qg or
˙ fp; q; p ! qg, which satisfy NS and EN, can be aggregated only in a trivial way, via a dicta-
torship, if we are to guarantee that the aggregation is unanimous and systematic.

e diagram in Figure 3.3 recapitulates the structure of the proof highlighting the depen-
dences between the five assumptions, the three lemmas, and the final statement.

3.3 (ULTRA)FILTERS, DICTATORS AND OLIGARCHS
Non-dictatorship might be considered as a ‘mild’ condition to impose on a democratic process
of aggregation. Even if no dictator exists, it might still be possible for the aggregation to be fully
determined by what a special set of voters agrees upon. More formally, the aggregation function
f can be such that there exists a non-empty set of voters O such that: 8P 2 P W f .P / D

T
i2O

Ji :

In Chapter 2 we have called aggregation functions for which this is the case oligarchic⁶ and in this
section we study impossibility results related to them.

⁶Other notions of oligarchy are discussed in the literature. For example: weak oligarchy [DL08, Gär06], for which
f .J1; : : : ; Jn/ �

T
i2O

Ji ; oligarchies with a default [NP06], for which every time no agreement is found among the oli-

garchs, the collective judgment is set by a default judgment set.
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3.3.1 IMPOSSIBILITY OF NON-OLIGARCHIC AGGREGATION
ere are two extreme cases of oligarchies: dictatorships, where O is a singleton; and unanimi-
ties, where O equals the set of individuals N . In the first case, the oligarchy generates complete
judgment sets, while in the second the oligarchy always generates incomplete judgments except
in the rare cases where all individuals agree on all issues.

Neither of the two cases is desirable and the notion of oligarchy is therefore a natural one
upon which to base impossibility results analogous to the ones holding for the notion of dictator-
ship:

If the agenda satisfies constraints C1; : : : ; Cn, then the aggregation function satisfies
constraints C 0

1; : : : ; C
0
n if and only if the aggregation function is an oligarchy.

As an illustration of this type of results, we will be discussing here the following theorem:

eorem 3.8 [DL08]. Let J D hN;Ai be a judgment aggregation problem such that A satisfies
NS and EN, and let f be an aggregation function: f is consistent, closed,⁷ satisfies U and SYS iff f
satisfies O.

In comparison with eorem 3.7, the use of condition O is accompanied by the weakening
of RAT to the condition that the collective judgment set be consistent and closed. is is a typical
trait of impossibility theorems involving oligarchies, and wewill come back to it later inChapter 4.

3.3.2 PROOF: FROM ULTRAFILTERS TO FILTERS
eorems like the above can be proven with a strategy similar to the one followed with eo-
rem 3.7, capitalizing again on the structure of the winning coalitions that characterize the ag-
gregation function, thanks to the assumption of SYS.⁸ In the case of eorem 3.8, the relevant
structure is that of a (proper) filter, instead of that of an ultrafilter:

Lemma 3.9 Filter lemma Let J D hN;Ai be a judgment aggregation problem and f an aggre-
gation function such that A satisfies NS and EN and f is consistent, closed and satisfies U and SYS.
e set of winning coalitionsW is a proper filter, i.e.:

i) N 2 W , i.e., the set of all individuals is a winning coalition;

ii) ; 62 W , i.e., the empty coalition is not winning;

iii) W is upward closed: if C 2 W and C � C 0 then C 0 2 W , i.e., if a coalition is winning, all
coalitions containing it are also winning;

iv) W is closed under finite intersection: if C;C 0 2 W then C \ C 0 2 W , i.e., if two coalitions are
winning then the individuals they have in common form a winning coalition.

⁷Recall Definition 2.17.
⁸In fact, the proof we provide here differs substantially from the one provided in [DL08].
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Sketch of proof. e proof is an adaptation of the proof of Lemma 3.5 resorting to the weaker
assumption of deductive closure of the collective judgment instead of RAT.

i) e claim is a direct consequence of the assumption that f satisfies U.

ii) Toward a contradiction, if ; 2 W then for any profile P and formula ', ' 2 f .P /, against
the consistency assumption on the output of f .

iii) Assume C 2 W and C � C 0. We proceed with the construction in item iii) of Lemma 3.5,
building the following profile where C D C1 and C 0 D C1 [ C2:

Pi D

8<: .X � f'g/ [ f:'g  i 2 C1
.X � f'; g/ [ f:';: g  i 2 C2
.X � f g/ [ f: g  i 2 C3

We show that if C 0 2 W . By item i) we have that N 2 W and hence X � f'; g � f .P /.
Since C 2 W we have that  2 f .P / and since f .P / is closed by assumption, we have
that :' 2 f .P /. From this, the fact that C 0 D P:' and that f satisfies SYS we obtain that
C 0 2 W .

iv) One proceeds in a similar fashion as in item iv) of Lemma 3.5. e details are left to the
reader.

is completes the proof. �

So the set of winning coalitions W behaves in this case like in Lemma 3.9 except for the fact that
a coalition belongs to the set if and only if its negation does not belong to it—condition ii) in
Lemma 3.9. Observe that the failure of this condition is due to the collective judgment set not
being necessarily complete.

To complete the proof of eorem 3.8, one then has to use a general fact about finite proper
filters, in the same way as the fact that every finite ultrafilter needs to be principled (Lemma 3.6)
has been used to establish dictatorship:

Lemma3.10 Existence of oligarchs LetW be a proper filter on a finite domainN . en 9O � N

s.t. 8X 2 W W ; ¤ O � X .

Proof. Since W is proper it follows that: ; ¤
T

W 2 W . �

eorem 3.8 then follows directly from Lemmas 3.9 and 3.10. More theorems of this type
concerning property O can be found in [DL08]. We will briefly come back to some of them in
Chapter 4.
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3.3.3 IMPOSSIBILITY VIA (ULTRA)FILTERS
e proofs we have provided of eorems 3.7 and 3.8—and the one we will provide of eo-
rem 5.12—rely critically on the set of winning coalitions of a function exhibiting a specific struc-
ture. e general strategy of such proofs can be summarized as follows:

To establish impossibility results one shows that the conditions imposed on the agenda
and the aggregation function force the set of winning coalitions characterizing the
function to be an ultrafilter (resp. a proper filter) on the set of voters. If the set of voters
is finite, one can then conclude that the ultrafilter is principled, i.e., it is generated by
one single element (resp. one non-empty set of elements) that belongs to all winning
coalitions, hence establishing the existence of one dictator (resp. one oligarchy).

e first application of this technique, well-established by now in social choice theory, is due
to [Fis70, KS72, Han76], all of which offered alternative proofs of Arrow’s theorem. In judgment
aggregation, several proofs resort explicitly (e.g., [Gär06, KE09, DM10, Her10]) or more often
implicitly ([DL07a] itself ) to this technique.

We conclude the discussion of filters and ultrafilters in the context of aggregation by relating
them to cooperative game theory and to model theory.

Ultrafilters, aggregation and cooperative games
Ultrafilters are special cases of structures known to game theorists as simple games. Simple games
(cf. [LBS08, Ch. 8]) are coalitional games where the possible payoffs for coalitions are 1—in
which case a coalition is winning—or 0—in which case a coalition is losing. So a simple game
is a tuple G D hN;Wi where N is a set of agents and W is the set of winning coalitions. Each
voting contest can be conceptualized as a simple game, where winning coalitions are the set of
voters that, by agreeing on their ballots, can force the outcome of the election. From the point of
view of simple games, impossibility theorems like the ones discussed in this chapter amount to
showing that, when voting exhibits some critical properties then the associated simple game is a
finite ultrafilter (resp. a finite proper filter), and therefore possesses a winning coalition consisting
of just one player (resp. of a non-empty set of players).⁹

Ultrafilters, aggregation and model theory
e application of model theoretic methods to preference aggregation was first put forth in
[LvL95], where a representation of preference aggregation functions via a construction known as
ultraproducts was first described. Recently such technique has been applied and extended within
judgment aggregation in a series of papers by Herzberg [Her08, Her13] and Herzberg and Eckert
[HE12, Her12].

⁹e reader is referred to [BBM81] for more information about the relationships between simple games and ultrafilters in
social choice theory and to [Dan10], which explores the connection between simple games and judgment aggregation from a
logical angle.
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We sketch here just the key idea underpinning this interesting line of work and refer the
reader to the above papers for a comprehensive exposition. We know that if the agenda of an
aggregation problem is sufficiently rich (e.g., NS and EN ) and the aggregation function f sat-
isfies some specific properties (e.g., SYS, U and RAT) then the function is characterized by an
ultrafilter of winning coalitions (e.g. Lemmas 3.4 and 3.5), which we may call here Wf . What
this line of work showed is that the application of the aggregation function f to profile P actually
corresponds to the construction of the ultraproduct

Q
P=Wf of P , with respect to the ultrafilter

Wf , where:¹⁰ Y
P=Wf D

˚
' 2 A j P' 2 Wf

	
(3.2)

Put simply, one obtains a representation theorem for the class of all aggregation functions (with
the above properties) of this form: f .P / D

Q
P=Wf for any P 2 P . Once this bridge is laid,

further properties of aggregation functions can be derived [Her08] (like D, in the case of finite sets
of voters, or MON) as well as new impossibility results [Her12], the aggregation problem can be
generalized to any first-order logic theory [HE09], and further model-theoretic representations
of aggregation functions become available [Her10].

3.4 FURTHER TOPICS
In this section we wrap up pointing the reader to some more impossibility results strictly related
to the ones proven above, to the analysis of infinite electorates, and we conclude with a few more
comments on the relationships between preference and judgment aggregation.

3.4.1 OTHER IMPOSSIBILITY RESULTS
Impossibility theorems are negative answers to the following question about the possibility of
aggregation:¹¹

If the agenda satisfies the agenda conditions C1; : : : ; Cn, does an aggregation func-
tion exist, which satisfies the aggregation conditions C 0

1; : : : ; C
0
m (typically including

collective rationality)?
e negative answer is then typically stated in the form of a characterization of dictatorial aggre-
gation functions:

If the agenda satisfies the agenda conditionsC1; : : : ; Cn, then the aggregation function
satisfies the aggregation conditions C 0

1; : : : ; C
0
m (typically including collective ratio-

nality) if and only if the aggregation function is a dictatorship (or an oligarchy).
¹⁰We use here the notion of ultraproduct as defined on a profile of sets, rather than on models, and we refrain from giving the
full definition from which Formula 3.2 is obtained. Ultraproducts are a standard technique in model theory to construct new
models from collections of old ones—in our case a new judgment set from a profile of old ones. ese new models are such
that they satisfy a formula if and only if a ‘large set’ of the old ones do. e interested reader is referred to [Hod97, Ch. 8] for
a detailed exposition of this construction.

¹¹Arrow himself refers to his theorem in [Arr50, Arr63] as the “General Possibility eorem.”
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Agenda conditions Aggregation conditions Proved in
NS, EN RAT;U;SYS [DL07a]
NS RAT;SYS;MON [NP10a]
PC, EN RAT;U; IND [DL07a, DH10a]
PC RAT;U; IND;MON [NP10a]

Figure 3.4: Combinations of agenda and aggregation conditions. If the agenda has the property on
the left, then the property of the aggregation (middle column) is equivalent to dictatorship. e first
row corresponds to eorem 3.7.

In other words, all possible aggregation functions are dictatorships (or oligarchies).

Other theorems analogous to eorem 3.7 (or eorem 3.8) can then be obtained by vary-
ing the logical strength of the agenda and aggregation conditions considered, e.g., by strength-
ening EN with PC and weakening at the same time SYS to IND. Figure 3.4, which we adapted
from [Lis12], recapitulates in a compact way some of the better-known impossibility results that
have been established in the judgment aggregation literature.¹² Note that RAT is a constant as-
sumption.

e third line of Figure 3.4 deserves special mention, stating that if the agenda is evenly
negatable and path-connected then the conditions of collective rationality, unanimity and inde-
pendence force the aggregation to be dictatorial.¹³ is is a generalization of Arrow’s theorem,
whose agenda ˙ fa � b; b � c; c � ag (recall Examples 2.12 and 2.15) satisfies NS and PC. So,
in the judgment aggregation setting, Arrow’s theorem reads as follows:

Let J D hN;Ai be a judgment aggregation problem where A D

˙ fa � b; b � c; c � ag. An aggregation function f satisfies RAT, U and IND if
and only if it is a dictatorship.

One more impossibility result of special relevance will be studied later in Chapter 5.

3.4.2 INFINITE AGENDAS AND INFINITE VOTERS
In this subsection¹⁴ we comment on what happens to the judgment aggregation problem when
we relax the assumptions that the agenda and the set of voters are finite (Definition 2.1). For the
first, the answer is simple. All results treated in this (and later) chapters carry over to the case of
infinite agendas. Suffice it to notice that the finiteness assumption over A has never played a role
in the proofs we presented.
¹²It is worth mentioning that for all rows except the first one in the table in Figure 3.4, the converse direction of the statement
also holds. When that is the case, such impossibility results are also known as agenda characterization theorems.

¹³e very first generalization of Arrow’s theorem along these lines—but requiring also the monotonicity condition—was proved
in [Neh03].

¹⁴We are indebted to Umberto Grandi for insightful discussions on the contents of this subsection.
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e finiteness assumption overN , on the other hand, plays a critical role. e pivotal step in
the dictatorship- and oligarchy-based impossibility results handled in this chapter (eorem 3.7
and eorem 3.8), and later in Chapter 5 (eorem 5.12), is enabled by Lemmas 3.6 and 3.10:
on a finite domain, filters always contain a smallest set (the oligarchy), and ultrafilters always
contain a singleton (the dictator). As already recognized by the very first papers applying the
ultrafilter technique to obtain Arrow-like impossibility results in preference aggregation [Fis70,
KS72, Han76], the two lemmas go through because of the finiteness assumption over the set
of voters. Dropping that assumption—and thereby studying the problem of aggregation over
infinite electorates—makes non-degenerate aggregation possible. Infinite electorates are not just
a mathematical diversion, and apply whenever it is reasonable to assume the number of voters to
be unbounded, like for instance in aggregation problems involving a group of individuals and all
their future generations [Koo60].

e study of judgment aggregation on infinite electorates is an area of active ongoing re-
search [HE12, Her12]. Here we give and prove two simple examples of possibility results for
infinite voters.

eorem 3.11 Non-oligarchic aggregation with infinite electorates. Let J D hN;Ai be an
aggregation problem where jN j is infinite. ere exists an aggregation function f which is consistent,
closed, satisfies U, SYS and does not satisfy O.

Proof. We prove the claim by construction. Define the aggregation function f as follows:¹⁵

' 2 f .P /  P' is co-finite (3.3)

for P 2 P and ' 2 A. It is clear that f satisfies U and SYS. Notice now that the set of winning
coalitions Wf (Formula 3.1) defined by f is a proper filter: (i) N 2 Wf and (ii) ; 62 Wf , since
N is co-finite; (iii) Wf is upward closed, since each superset of a co-finite set is also co-finite;
(iv) Wf is closed under finite intersections, since the intersection of two co-finite sets is also
co-finite (the reader is invited to check this is the case). Since

T
W D ; 62 Wf , by (ii), there

exists no smallest O in Wf and hence f does not satisfy O. We need to show that, for any
P 2 P , f .P / is consistent and deductively closed. Consistency Assume toward a contradiction
that f .P / is inconsistent (notice that such set is finite¹⁶). By (ii) and (iv) above we have that
; ¤

T
'2f .P / P' 2 W , from which we conclude that some voters hold inconsistent judgment

sets, against Definition 2.2. Closure e proof is similar to the one for consistency. �

¹⁵We remind the reader that a co-finite set is an infinite set whose complement is finite. e set of co-finite sets of a given set
N is commonly known as the Fréchet filter on N .

¹⁶If the agenda was infinite then, by the compactness of propositional logic (recall footnote 15 in Chapter 2) it would suffice to
consider a finite inconsistent subset of f .P /.
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e theorem is proven by constructing a specific aggregation function (Formula 3.3) work-
ing by the following principle: if there is an infinity of individuals accepting ' and only a finite
number of them who reject ', then ' should be collectively accepted. Intuitively, the function can
be seen as a particular interpretation of how voting by majority could work in the presence of infi-
nite voters.¹⁷ Just like the propositionwise majority rule in presence of an electorate which is split
in half, the above rule also yields incomplete collective sets in profiles where infinite individuals
accept and reject some issue.¹⁸

Based on eorem 3.11 one can obtain a similar possibility result for non-dictatorial ag-
gregation:

eorem 3.12 Non-dictatorial aggregation with infinite electorates. Let J D hN;Ai be an
aggregation problemwhere jN j is infinite. ere exists an aggregation function f which satisfiesRAT,
U, SYS and does not satisfy D.

Sketch of proof. By a result due to Tarski [Tar30], each filter can be extended to an ultrafilter. It
follows that the filter Wf defined by the aggregation function f of Formula 3.3—the Fréchet
filter—can be extended to an ultrafilter W 0

f
� Wf . Observe that W 0

f
is not principal, for other-

wise we would have fig 2 W 0
f

(for some i 2 N ) and N � fig 2 W 0
f

and hence ; 2 W 0
f
, and W 0

f

would not be an ultrafilter. We can now define:

' 2 f 0.'/  P' 2 W 0
f (3.4)

for ' 2 A and P 2 P . Clearly, f 0 satisfies U and SYS, and since W 0
f

is not principal it does not
satisfy D. It remains to be shown that f 0.P / is a judgment set. Consistency e consistency
claim is proven like in the proof of eorem 3.11. Completeness SinceW 0

f
is an ultrafilter, then

for any ' 2 A we have that, for any P 2 P either P' 2 W 0
f

and hence ' 2 f 0.P /, or P:' 2 W 0
f

and hence :' 2 f 0.P /. �

e two above theorems illustrate the possibility of democratic and rational aggregation
when the number of individuals is infinite, independently of the logical structure of the agenda.
In fact, neither of the two results assumes any agenda condition.

Infinite electorates can thus rightly be seen as a route, although rather limited, to the pos-
sibility of non-degenerate aggregation. In the next chapter we will review some of the other
proposals that have been put forth in the literature to circumvent the constrictions charted by
impossibility theorems. But before that we conclude this chapter with one last comment on the
relationships between preference and judgment aggregation.

¹⁷Other, more subtle, interpretations are possible. We refer the reader in particular to [PS04] and [Fey04].
¹⁸For instance, consider the case whenN is the set of natural numbers and all odd voters accept ' whereas all even voters accept

:'.
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3.4.3 JUDGMENT AGGREGATION VS. PREFERENCE AGGREGATION
We have seen earlier in Section 1.2.2 how the Condorcet paradox can be rephrased as a judgment
aggregation paradox. Since the early days of judgment aggregation, a natural question has been
whether the theory could be shown to subsume preference aggregation. e question was an-
swered positively in [DL07a], which showed how Arrow’s theorem can be obtained as a corollary
of a judgment aggregation theorem (see Section 3.4.1 above).

So Arrow’s theorem is an instance of a more general judgment aggregation impossibility
result. But can we go the other way around too? at is, can we view judgment aggregation
impossibility results as instances of preference aggregation impossibilities? is question has been
partially investigated in [Gro09, Gro10] and has been given a first positive answer. at work
provides a number of results at the interface of judgment aggregation, preference aggregation and
many-valued logics (see, for instance, [H01]) and is based on the following simple observation:
i) preferences (strict � and weak � ones) can be studied in terms of numerical ranking functions
u, e.g., on the Œ0; 1� interval [Deb54]; ii) numerical functions can ground logical semantics, like
it happens in many-valued logic [H01] where, like in propositional logic, the semantic clause
u.x/ � u.y/ typically defines the satisfaction by u of the implication x ! y:

u ˆ x ! y iff u.x/ � u.y/: (3.5)

Intuitively, implication x ! y is true (or accepted, or satisfied) iff the rank of x is at most as
high as the rank of y. Preference aggregation (on possibly weak preferences) can then be studied
as an instance of judgment aggregation on many-valued logics. In turn, judgment aggregation
can be studied as an instance of a type of preference aggregation defined on dichotomous prefer-
ences, thus enriching the picture of the logical relationships between preference aggregation and
judgment aggregation.
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Coping with Impossibility
In the lecture delivered when he received the Alfred Nobel Memorial Prize in Economic Sciences
in 1998, Amartya Sen touched upon the proximity of possibility and impossibility results in social
choice theory. When we introduce a set of axioms, there may exist several aggregation procedures
that satisfy them. By introducing further axioms, we can reduce the number of possible procedures
until we are eventually left with only one possibility.

We have to go on cutting down alternative possibilities moving—implicitly— toward
an impossibility, but then stop just before all possibilities are eliminated […]. us, it
should be clear that a full axiomatic determination of a particular method of making
social choice must inescapably lie next door to an impossibility. […] It is, therefore,
to be expected that constructive paths in social choice theory, derived from axiomatic
reasoning, would tend to be paved on one side by impossibility results (opposite to
the side of multiple possibilities). […] e real issue is not, therefore, the ubiquity of
impossibility […], but the reach and reasonableness of the axioms to be used. [Sen99,
p. 354]

Naturally, such proximity of possibility and impossibility results holds also for judgment
aggregation. Impossibility results such as the ones studied in Chapter 3 are usually seen as negative
results. However, they have a more positive side in that they indicate which conditions may be
relaxed in a quest for possibility results.

Chapter 3 has shown that at the heart of impossibility results lie two types of axioms: agenda
conditions and aggregation conditions, the latter consisting of output and mapping conditions. So
possibility results may be obtained once any of these types of conditions are relaxed. Among these,
however, agenda conditions appear to be ineludible. Even the weakest of such conditions, non-
simplicity, suffices for yielding impossibility results.¹ Relaxing agenda conditions would therefore
amount to restricting judgment aggregation to somewhat trivial decision problems. So, following
the structure of [Lis12], escape routes have to be found in: relaxing the output conditions; relaxing
the mapping conditions, and more specifically IND; or, in addition, relaxing the universal domain
condition built in the definition of aggregation function (recall Remark 2.5).

Chapter outline: Section 4.1 presents the results obtained when we restrict the domain of the
aggregation function, while Section 4.2 reviews what happens when we relax collective rationality.
¹Nehring and Puppe, for example, showed that, if the agenda is non-simple, every aggregation function satisfying RAT, SYS
and MON is a dictatorship [NP10a] (this is one of the theorems in Figure 3.4).
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Figure 4.1: A preference over the set of candidates fa; b; c; d; eg.

Finally, in Section 4.3 we present the third investigated escape route in judgment aggregation,
which consists of dropping the independence condition. e closing section briefly reports on
work geared toward the relaxation of yet other types of constraints, and on a specific application
of non-independent aggregation within artificial intelligence. e chapter builds on material and
results presented in [KPP99, Lis02, Gär06, DL07b, DM10, Pig06, CP11, CPP11].

4.1 RELAXING UNIVERSAL DOMAIN
4.1.1 UNIDIMENSIONAL ALIGNMENT
Individual preferences can be represented in several ways. One way is to align the alternatives in
decreasing order over a line, like in Figure 4.1, which represents the following preference ordering:
e � a � d � b � c.

Another representation is to place the alternatives on a horizontal axis and to mark the
relative order of preference on the vertical axis. e same individual representation e � a � d �

b � c is shown as the solid line in Figure 4.2. As observed byDuncan Black [Bla48], when dealing
with the preferences of a single individual, it will always be possible to choose an ordering of the
alternatives on the horizontal axis such that the preference curve has a simple shape. However,
when we wish to represent the preferences of several individuals on the same two-dimensional
diagram, it may not always be possible to obtain simple shapes. In 1948 Black discovered that the
curves representing the preferences of a group’s members can tell us something significant.

He observed that in many practical group decision problems, alternatives can naturally be
aligned along a left/right dimension. For example, when alternatives are political issues individuals
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Figure 4.2: Single-peaked preferences over the set of candidates fa; b; c; d; eg.

often agree on an order from ‘most conservative’ to ‘most liberal’. Similarly, when alternatives are
numerical quantities (like the price of a product or the rate of a particular tax), it is easy to find
a left/right ordering of the same alternatives. In all those cases, each individual tends to identify
her optimum (the alternative that she prefers the most) and to favor less any alternative that lies
the farther from her optimum. When represented on a two-dimensional diagram, the individual
preferences have the shape of a single-peaked curve. ese are individual preferences where there
is a peak, which represents the most preferred alternative. On either side of the peak lie the less
preferred alternatives (unless the peak is at the extreme left or right). e alternatives are ordered
in such a way that their desirability declines the farther they are from the peak.

Preferences in Figure 4.2 are single-peaked.e five candidates (a, b, c, d and e) are ordered
on the horizontal axis in such a way that the preferences of the three voters have a peak. Without
referring to a spatial representation, we can say that preferences are single-peaked if, for any triple,
there is an alternative that all individuals agree is not the worst. is is not the case, for instance,
for the voters of the Condorcet paradox we encountered in Section 1.2.2 whose preferences are
not single-peaked.

e so-calledmedian voter theorem [Bla48] shows that, when single-peakedness is satisfied,
the pairwise majority rule selects the alternative that received the highest number of votes, i.e., a
Condorcet paradox cannot arise. is theorem says that if the number of voters is odd, all voters’
preferences are single-peaked and there is a finite number of alternatives, then the peak of the
median voter is the Condorcet winner. e median voter in Figure 4.2 is the voter represented by
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Voter 3 Voter 2 Voter 5 Voter 4 Voter 1
p 0 0 0 1 1
q 1 1 0 0 0
r 1 0 0 0 0

Figure 4.3: An example of a unidimensionally aligned profile in judgment aggregation [Lis02].

the dashed line. us, alternative d is elected. From Section 1.1.1 we recall that in an election the
Condorcet winner is the candidate that receives the highest number of votes in all pairwise com-
parisons. e Condorcet paradox shows that a Condorcet winner does not always exist. Black’s
theorem is important because it shows that, if we can restrict the domain of possible individual
orderings, then we can avoid the Condorcet paradox.²

A generalization of Black’s result to any number of alternatives was attained by Arrow
[Arr63, Chapter VII]. We note that single-peakedness is a sufficient condition on the preference
profile to obtain a possibility result under majority voting. Necessary and sufficient conditions
have been later studied by Sen and Pattanaik [SP69].

Researchers have explored whether it was possible to transpose the idea of single-peaked
preferences to judgment aggregation. As seen in Definition 2.4, a judgment aggregation function
takes as input a profile of consistent and complete subsets of the agenda. is means that the
domain of the aggregation function is the set of all possible judgment sets (the so-called uni-
versal domain condition).³ Inspired by Black’s theorem, List [Lis02, Lis05a] introduced a similar
condition to single-peakedness for judgment aggregation, called unidimensional alignment:

Unidimensional alignment. A profile P is unidimensionally aligned if there exists a strict linear
order > such that, 8' 2 A: it is either the case that 8i; j 2 N if i 2 P' and j 2 P:' then
i > j , or it is the case that 8i; j 2 N if i 2 P' and j 2 P:' then j > i .
I.e., the voters can be ordered from left to right in such a way that, for each formula in the
agenda, the voters accepting that formula are either all to the left or all to the right of the
voters rejecting it.

e profile seen in Figure 1.4 to illustrate the doctrinal paradox is not unidimensionally
aligned. An example of a unidimensionally aligned profile is given in Figure 4.3.

List showed that, under such a domain restriction, propositionwise majority voting is the
only aggregation procedure that guarantees complete and consistent collective judgment sets and
that satisfies SYS and AN.

e reason why unidimensional alignment is sufficient for reaching consistent collective
sets is that individuals are ordered in such a way that those accepting a formula are opposite
²Moulin [Mou80] showed that the restriction to single-peaked profiles can also ensure non manipulable aggregation functions,
a topic to which we turn in Chapter 5.
³Recall Remark 2.5.
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those rejecting that same formula. us, if the number of individuals is odd, the majority rule
must coincide with the median voter’s judgment set (Voter 5 in Table 4.3). Since we assume that
individuals are logically consistent, so must be the collective set. If there is an even number of
individuals, the majority will be the intersection of the judgment sets of the two median voters
(which will still be a consistent set). What may happen is that the two median voters do not agree
on an issue ', that is, one may accept ' while the other :'. In that case, the collective set would
not be complete.

4.1.2 VALUE-RESTRICTION
e exploration of domain restriction conditions in judgment aggregation that guarantee possibil-
ity results continued in [DL10b]. Here, Dietrich and List introduced other sufficient conditions
for majority consistency. In particular, they generalized another well-known condition in the the-
ory of preference aggregation: the value-restricted preferences. Introduced by Sen [Sen66], this
condition is more general than Black’s single-peakedness.

Considering “concerned individuals,” that is, individuals who are not indifferent between all
the alternatives, Sen defines the value of an alternative in a triple, for a given preference, as being
“best,” “worst,” or “medium.” e assumption of value-restricted preferences is then expressed as
follows:

A set of individual preferences over a triple of alternatives such that there exist one
alternative and one value with the characteristic that the alternative never has that
value in any individual’s preference ordering, is called a value-restricted preference
pattern over that triple for those individuals. [Sen66, p. 492]

is means that, given a triple of alternatives, there is some alternative over which all
concerned individuals agree it is not best, or agree that it is not worst, or agree that it is not
medium [Gae06, p. 44]. Clearly, value restriction is violated in the Condorcet paradox (recall
Example 1.1).

e translation of the above condition in the context of judgment aggregation led Dietrich
and List to formulate the value-restricted condition below:

Value-restriction. A profile P is value-restricted if for every minimal inconsistent set X � A

there exists a two-element subset Y � X that is not accepted by any individual i 2 N .

Value-restriction can be seen as an agreement among individuals that, for every minimal
inconsistent subset of the agenda, there are two propositions that nobody in the group supports
together. Value-restriction is sufficient to avoid that an inconsistent majority judgment set is se-
lected as the group outcome.

Example 4.1 To illustrate this condition, let us consider the agenda ˙ fp; q; p _ qg. A minimal
inconsistent subset is fp _ q;:p;:qg. e value-restriction condition says that there exists a
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conjunction of two propositions of that subset (e.g., .p _ q/ ^ :p, .p _ q/ ^ :q, or :p ^ :q)
that is not satisfied by any judgment set in the profile. us, for example, the following profile is
value-restricted (it does not contain fp _ q;:qg) and does not lead to paradoxical outcomes.

p q p _ q

V1 0 0 0

V2 0 1 1

V3 0 1 1

fmaj 0 1 1

Dietrich and List also introduce a necessary and sufficient domain-restriction condition for
majority consistency:

Majority consistency. A profileP is majority consistent if every minimal inconsistent setX � A

contains a proposition that is not accepted by a majority.

Domain-restriction conditions can represent plausible escape-routes to the impossibility
results in some decision-making contexts. As observed by List [Lis12], different groups display
different levels of pluralism. If there is empirical evidence showing that the conditions above are
met in a specific group confronted with a particular decision problem, then individual judgments
can be safely aggregated into a collective judgment set. For a critical discussion of Sen’s value-
restriction condition and other domain restrictions, see [RGMT06].

4.2 RELAXING THE OUTPUT CONDITIONS
A crucial requirement on aggregation functions is that their output be rational, that is, a consis-
tent and complete set of formulae. Consistency is usually seen as an indispensable requirement.⁴
e other requirement of collective rationality, namely completeness, may be given up in those
situations in which a decision on all the agenda’s issues is not strictly required. Two main ways to
relax completeness have been explored in the literature: the first allows individuals to abstain, the
second resorts to quota rules.

4.2.1 ABSTENTION
Relaxing completeness, at both the individual and collective level, has been explored as a way to
avoid impossibility results and to model more realistic decision procedures. Gärdenfors [Gär06]
criticized the completeness requirement as being too strong and unrealistic. But what happens
when voters are allowed to abstain from expressing judgments on some propositions in the
agenda? Gärdenfors proved that, on specific agendas, if the judgment sets need not to be complete

⁴For a recent proposal to drop consistency and obtain a positive result, see Section 4.4.2.
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but are deductively closed (recall Remark 2.3) and consistent, then every aggregation function that
is IND and U must be weakly oligarchic,⁵ that is:

Weakly oligarchic iff 9O � N s.t. O ¤ ; and 8.J1; : : : ; Jn/ 2 P W f .J1; : : : ; Jn/ �
T
i2O

Ji .

I.e., an aggregation function is weakly oligarchic (or a weak oligarchy) if there exists a non-
empty smallest subset of voters O such that the collective set always contains all formulae
on which all individuals in O agree.⁶

Clearly, whenO contains only one member, oligarchy reduces to dictatorship. At the other
end of the spectrum, when O D N , we have the unanimity rule (discussed earlier in Subsec-
tion 2.1.4), which can thus be seen as the oligarchy of the whole set of individuals N . It is worth-
while noticing that, when O D N , the decision procedure is anonymous but only unanimous
issues are upheld by the group.⁷ Gärdenfors seems to favor those kinds of rules:

[S]ince an oligarchy will only be fully democratic in the limiting case when it consists
of all members of the voting community, the theorem […] points to unanimous voting
functions as the only acceptable ones. [Gär06, p. 189]

Gärdenfors’s framework requires the agenda to have a very rich logical structure (with an
infinite number of issues). Later, Dokow and Holzman [DH10b] considered abstention with
finite agendas. Simpler agendas were also assumed by Dietrich and List [DL08], as in the im-
possibility of non-oligarchic aggregation which we proved in Chapter 3 (eorem 3.8). All these
results show that Gärdenfors’s insights can be obtained with weaker conditions on the aggregation
functions, and that in fact these conditions lead to oligarchies, and not merely weak oligarchies.
Unlike Gärdenfors’s, Dietrich and List’s conclusion is rather pessimistic: if the goal is to avoid im-
possibility results, dropping completeness does not lead us very far as dictatorial rules are simply
replaced by oligarchic ones.

4.2.2 QUOTA RULES
In this section, we come back to the threshold-based rules we have introduced in Chapter 2
(Subsection 2.1.4) as quota rules and explore the sort of avenues they offer in mitigating the impact
of impossibility results.

When quota rules are used, a proposition is in the collective set if and only if that propo-
sition is accepted by a number of individuals greater than a prefixed threshold. e appeal of
quota rules comes from the intuition that different problems may require different social support
in order to be declared collective decisions. For example, a decision that has a high impact on a

⁵Notice that this result, unlike eorem 3.8, assumes that also individual judgment sets and not only the collective ones may be
incomplete. Nonetheless the theorem can still be proven through the filter technique used in Chapter 4. e reader is invited
to consult [Gär06] for details.
⁶It is worthwhile to compare this definition with the definition of oligarchic function given in Chapter 2.
⁷Notice that the unanimity rule guarantees deductive closure at the expense of significant incompleteness.
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group may require being supported by 2/3 of the individuals rather than by a simple majority.
Furthermore, in a given agenda, one issue may be more important than another and so different
propositions may have different thresholds. Majority voting, we have seen, is a special kind of
quota rule, with the same majority threshold for each proposition. Clearly, quota rules do not
guarantee complete collective sets.

Dietrich and List [DL07b] explored quota rules in the context of judgment aggregation.
ey considered four rationality conditions on the individual and collective judgments. Besides
completeness and consistency, they considered deductive closure and weak consistency, which
is the property demanding that a proposition and its negation cannot be accepted at the same
time. ey showed that a given quota rule satisfies a rationality condition if a certain inequality
concerning the thresholds is verified. We have already seen simple examples of such inequalities
(Formulae 2.4 and 2.5) when discussing quota rules in Chapter 2. Whether such inequalities are
satisfied depends on the logical structure of the agenda (in particular, on the size of the minimal
inconsistent subsets of the agenda). For rich agendas, these turn out to be rather demanding
conditions, and even more so if we require that two conditions are met at the same time (for
example, consistency and deductive closure).

Nevertheless, it is worth mentioning that, if we drop completeness and weaken collective
rationality to consistency alone, supermajority rules produce consistent collective judgments when
the supermajority threshold q for every proposition is greater than n � .n

k
/, where n is the number

of individuals and k is the size of the largest minimally inconsistent subset of the agenda. As k
increases, the threshold to ensure consistency approaches n (thus, requiring unanimity). Further-
more, for groups with at least three voters, the propositionwise majority rule is consistent and
deductively closed only when k � 2, that is, if the agenda is simple (cf. eorem 3.2).

4.3 RELAXING INDEPENDENCE
All impossibility results we touched upon feature IND as a central condition, or its strengthening
SYS.⁸ IND rephrases in the context of judgment aggregation the independence of the irrelevant
alternatives condition of Arrow’s theorem. Independence of irrelevant alternatives warrants that
the group ranking over any pair of alternatives depends solely on the individual rankings over the
same pair of alternatives. e intuition is that the social ranking over, for example, x and y should
be determined exclusively by how the individuals rank x compared to y and not by the ranking
of other (irrelevant) alternatives like, for instance, z. e analogous requirement in judgment
aggregation ensures that the collective judgment on each proposition depends exclusively on the
individual judgments on that proposition.

As we will see in Section 5.1.1 (and more specifically in eorem 5.5), IND is a key con-
dition to ensure that an aggregation function is non-manipulable [Die06, DL07c], i.e., robust

⁸Recall that SYS is the conjunction of IND and NEU (Section 2.3.2).
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against strategic voting. is makes IND an instrumentally attractive condition, like the inde-
pendence of the irrelevant alternatives condition in preference aggregation.⁹ However, IND has
also been severely criticized in the literature (see, for example, [Cha02, Mon08]). Several authors
deem IND incompatible with a framework whose aim is precisely the one of aggregating logically
interrelated propositions. Mongin, for example, writes:

[...] the condition remains open to a charge of irrationality. One would expect society
to pay attention not only to the individuals’ judgments on ', but also to their reasons
for accepting or rejecting this formula, and these reasons may be represented by other
formulas than ' in the individual sets. [Mon08, p. 106]

ese criticisms make IND a plausible candidate for a condition to be relaxed in order to achieve
possibility results. In this section we will consider three main options to relax IND: the premise-
based approach, the sequential priority approach, and the distance-based approach.

4.3.1 THE PREMISE-BASED APPROACH
When Kornhauser and Sager discovered the doctrinal paradox, they observed that there are two
plausible ways in which a court can overcome the impasse and reach a decision under majority rule:
either by the issue-based method [KS93], a.k.a. the premise-based procedure, or by the case-based
method, a.k.a. the conclusion-based procedure.¹⁰ If at the beginning the premise-based approach
was viewed as one possible workaround the doctrinal paradox, with the appearance of the first
impossibility theorem [LP02] it provided also an argument for relaxing IND and thus escaping
some of the impossibility results.

In the premise-based procedure the agenda is assumed to be partitioned into two disjoint
subsets: premises and conclusions, and the premises are usually assumed to be logically indepen-
dent (otherwise a discursive paradox could arise over them).¹¹ Individuals express their judgments
on the premises only. e collective set contains the propositionwise aggregation (e.g., through
the majority rule) of the individual judgments on the premises. From the collective outcome on
the premises, the collective conclusions are derived using the logical relationships between the
agenda issues. is means that some propositions (the premises) are prioritized over others (the
conclusions), making this procedure a special case of the sequential priority approach that we will

⁹Regarding this issue it might be worth mentioning, in passing, an interesting position that has been expressed by Dowding
and van Hees [DvH07]. eir claim is that strategic voting is not necessarily a vice. One of their claims is that, in order
to manipulate, individuals need to understand the voting system, which constitutes a virtue as it provides incentives for the
comprehension of the democratic procedures.

¹⁰We have introduced these procedures in Chapter 1 and formally defined them in Section 2.1.4.
¹¹In reality, there are different definitions of premise-based procedures in the literature, depending on which of the following
features (and their combinations) are assumed: some take premises to be logically independent [LP02, Neh05, Die06, Mon08,
NP10b], some assume that premises fully determine the conclusions (thus guaranteeing complete judgment sets as outcomes)
[Neh05, NP06, Mon08], and some that there is only one conclusion [Neh05, NP10b]. If the premises are not assumed to be
logically independent, then the majority rule on the premises is ensured to return a consistent judgment set if the sub-agenda
constituting the premises is simple (eorem 3.2).
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explore in the next section. e open question, however, remains of how to partition an agenda
into premises and conclusions in a principled manner.

Premise-based vs. conclusion-based
In Section 1.2.1 we have also considered the conclusion-based procedure and we have noticed that
it may give an opposite result than the premise-based method. is incompatibility, we have seen,
was at the heart of the legal theory debate on the doctrinal paradox and the discursive dilemma.
So the question remains of how to choose between the two approaches. One possible answer has
been given by Bovens and Rabinowicz [BR06] and by List [Lis05b]. e idea is to evaluate and
compare the two aggregation procedures in their truth-tracking reliability. It is assumed that a
group judgement is factually right or wrong and, therefore, the question is how reliable the two
approaches are at selecting the right judgment set.

If the individuals are better than randomizers at judging the truth or falsity of a proposition
(in other words, if the probability of each agent at getting the right judgment on a proposition is
greater than 0.5), and if they form their opinions independently, then the probability that majority
voting yields the right collective judgement on that proposition increases with the increasing size
of the group. As we know from Chapter 1, this was one of Condorcet’s findings—the Condorcet
Jury eorem—which links the competence of the agents to the reliability of majority voting. It
also motivates the use of majority-based decision making in the judgement aggregation problem.
e interesting result of [BR06, Lis05b] is that the premise-based procedure is a better truth-
tracking approach than the conclusion-based procedure.

Drawbacks of the premise-based procedure
Despite all these good news, the premise-based procedure can lead to unwelcome results. Be-
cause the collective judgment on the conclusion is derived from the individual judgments on
the premises, it can happen that the premise-based procedure violates a unanimous vote on the
conclusion. Nehring [Neh05] presents a variation of the discursive dilemma, which he calls the
Paretian dilemma. In his example, a three-judges court has to decide whether a defendant has to
pay damages to the plaintiff:

Legal doctrine requires that damages are due if and only if the following three premises
are established: 1) the defendant had a duty to take care, 2) the defendant behaved
negligently, 3) his negligence caused damage to the plaintiff. [Neh05, p. 1]

Suppose that the judges vote as in Table 4.4. e Paretian dilemma is disturbing because,
if the judges follow the premise-based procedure, they condemn the defendant to pay damages
contradicting the unanimous belief of the court that the defendant is not liable. e trouble is
that all anonymous or non-dictatorial aggregation functions are prone to the Paretian dilemma
[Neh05]. How negative is this result? Nehring argues that when the reasons are epistemically
independent:
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p q r x D .p ^ q ^ r/

Judge 1 1 1 0 0
Judge 2 0 1 1 0
Judge 3 1 0 1 0
Majority 1 1 1 0

Figure 4.4: Paretian dilemma. Premises: p = duty, q = negligence, r = causation. Conclusion:
x D .p ^ q ^ r/ = damages.

all relevant information about the outcome decision is contained in the agents’ premise
judgments. [...] Indeed, under epistemic independence of premises it is easy to un-
derstand how a group aggregation rule can rightly override a unanimous outcome
judgment. [Neh05, p. 36].

Furthermore, the normative force of the Pareto criterion (which corresponds to our una-
nimity conditionU) depends on the type of social decision. e Pareto criterion should be ensured
when the individuals have a shared self-interest in the final outcome, whereas it can be relaxed
when they share responsibility for the decision. Judicial decisions are clear instances of shared re-
sponsibility situations, while other group decisions may be self-interest driven. Nehring’s analysis
concludes that the Pareto criterion and reason-based group decisions are two principles that may
come into conflict.

A general premise-based procedure that neither assumes the premises to be logically in-
dependent, nor that they fully determine the conclusions has been later defined by Dietrich and
Mongin [DM10].ey state necessary and sufficient conditions for any aggregation rule to be dic-
tatorial on the premises (or on the whole agenda) when we restrict IND to the premises only and
impose U on the whole agenda.¹² Whether the rule degenerates into dictatorship (or oligarchy)
depends on the logical connections within the premises and between premises and conclusions.

4.3.2 THE SEQUENTIAL PRIORITY APPROACH
Another possibility to relax IND is the sequential priority approach. Sequential procedures
[Lis04, DL07b] work in this way: the elements of the agenda are considered sequentially, follow-
ing a fixed linear order over the agenda (corresponding, for instance, to temporal precedence or
to priority), and earlier decisions constrain later ones. us, individuals vote on each proposition
' in the agenda, one by one, following the fixed order. If the collective judgment on ' is consis-
tent with the collective judgments obtained on the previous issues of the agenda, the collective
judgment on ' becomes the group position on '. However, in case the collective position on '
conflicts with the group judgments on the propositions aggregated earlier, the collective judgment
¹²An oligarchic variant is obtained when the set of possible collective outcomes is taken to be the set of all judgment sets that
are consistent and deductively closed, instead of consistent and complete.
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p p $ q q

President 1 1 1 1
President 2 0 0 1
President 3 0 1 0
Majority 0 1 1

Figure 4.5: An example of sequential majority rule.

on ' will be derived from the earlier group judgments. Clearly, the premise-based procedure is
then a special instance of sequential priority procedures.

Collective consistency is guaranteed by definition. Of course, in the general case, the result
depends on the choice of the order. is property is known as path-dependency of the rule. In order
to illustrate how a sequential priority rule works and the problem of path-dependence, we recall
here the example used in [DL07b].

Example 4.2 Sequential priority rules [DL07b] Suppose that the presidents of three govern-
ments have to decide on the following propositions:

p: Country X has weapons of mass destruction.
q: Action Y should be taken against country X .
p $ q: Action Y should be taken against country X if and only if country X has
weapons of mass destruction.

Suppose furthermore that the individual judgments on the issues in the agenda are as in Figure 4.5
and that simple propositionwise majority is used.

We can now consider two different sequential paths. In the first, the items of the agenda are
aggregated according to the following order: p; p $ q; q. In the second path, agents are asked to
vote in the following order: q; p $ q; p. We obtain two different collective judgments: f:p; p $

q;:qg when the first path is followed and fp; p $ q; qg when the second path is followed. In
both cases, the three presidents agree that action Y should be taken against country X if and
only if country X has weapons of mass destruction. However, while they will take action against
country X if the first path is followed, they will take no action against country X if the second
path is used.

Path-dependence is tightly linked to the manipulability of both the agenda and the vote
in an aggregation problem, topics we will address in detail in the next chapter. e agenda-setter
can manipulate the social outcome by fixing a specific order in which the items in the agenda are
considered, and individuals may also have an incentive to misrepresent their own true judgments
in order to force a collective outcome they favor.
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4.3.3 THE DISTANCE-BASED RULES
e third approach that relaxes IND and that we consider here is the distance-based approach.
Distance-based judgment aggregation rules [Pig06] have been originally derived from distance-
based merging operators for belief bases introduced in computer science [KLM04, KG06,
KPP99]. Unlike the premise-based procedure and the sequential priority approach, distance-
based rules take as input a profile of judgment sets on the entire agenda.

Intuitions and formal definition
Distance-based rules assume a predefined distance between judgment sets and between judgment
sets and profiles, and choose as collective outcomes the consistent and complete sets which are
closest (for some notion of closeness) to the individual judgment sets. ese outcomes are not
necessarily unique and the rule is therefore irresolute (cf. Remark 2.5), unless a tie-breaking rule
is applied to the output. Already from this informal presentation it is clear that distance-based
rules do not satisfy independence. e group judgment on a proposition is not solely determined
by the individuals’ judgments on that proposition, but by considerations involving potentially all
other propositions in the agenda.

Let us move to some formal definitions. Let d W J � J �! RC be a distance function be-
tween any two judgment sets Ji ; Jj � X .¹³ Well-known are the drastic (or Chebyshev) distance,
which assigns distance 0 if two judgment sets are the same and 1 otherwise, and the Hamming
(or Manhattan) distance, which counts the number of propositions on which two judgment sets
disagree. For example, if Ji D fp;:q; rg and Jj D f:p;:q; rg, the Hamming distance dH be-
tween the two judgment sets is 1 as they differ only on the evaluation of proposition p, that
is, dH .Ji ; Jj / D 1. In the following we use the Hamming distance because of its intuitiveness
and wide applicability. However, it should be stressed that this is only one among many possible
distance functions that one may want to use [KPP99, KPP02b].

So, function d assigns a distance to each judgment set of a given profileP and any judgment
set that can be selected to be the collective judgment set. Once all these distances are obtained,
we need to calculate the distance between the profile and each possible collective judgment set.
is is done with the help of a function f W RCn �! RC, which, given a profile of individual
distances from the collective set, outputs a global distance. A simple and common example isP
i2N d.Ji ; J /, which obtains the global distance by summing up the individual ones.

e intuition behind such a distance-based rule consists in selecting those collective judg-
ment sets that minimize the global distance from the judgment sets occurring in the profile.
Formally, the distance-based rule F d;f , where d is the Hamming distance and f is the sum,

¹³RC denotes the non-negative reals. We recall that d is a distance function if and only if for all Ji ; Jj � X we have that: (i)
d.Ji ; Jj / D d.Jj ; Ji / and (ii) d.Ji ; Jj / D 0 if and only if Ji D Jj . Technically, we slightly abuse terminology here, since
d is only a so-called pseudo-distance as the triangular inequality (8Ji ; Jj ; Jk � X;d.Ji ; Jj / � d.Ji ; Jk/C d.Jk ; Jj /)
is not required to hold.
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selects the judgment set that minimizes the sum of the Hamming distances (also called minisum
outcome [BKS07]), and is defined as follows for P 2 P .

Minisum outcome rule:

' 2 F dH ;
P
.P /  F dH ;

P
.P / D argmin

J2J

X
i2N

dH .Ji ; J / (4.1)

e best way to illustrate how this particular distance-based rule works is with the help of
an example.

Example 4.3 Distance-based aggregation Let us consider the doctrinal paradox. e three
judgment sets corresponding to the three judges are:

J1 D fp; q; rg

J2 D fp;:q;:rg

J3 D f:p; q;:rg

e table below shows the result of the distance-based aggregation rule defined in Formula 4.1.
e first column lists all the consistent judgment sets. e numbers in the columns of d.:; J1/,
d.:; J2/ and d.:; J3/ are the Hamming distances of each Ji from the correspondent candidate
for collective judgment set. Finally, in the last column is the sum of the distances over all the
individual judgment sets in the profile.

dH .:; J1/ dH .:; J2/ dH .:; J3/
P
.dH .:; P //

fp; q; rg 0 2 2 4

fp;:q;:rg 2 0 2 4

f:p; q;:rg 2 2 0 4

f:p;:q;:rg 3 1 1 5

So, in this example, the consistent judgment sets that are closest to the profile P corre-
spond exactly to the individual judgment sets in P (they are at distance 4 rather than 5). us,
by restraining the choice of the outcome candidates to the consistent judgment sets, we avoid the
paradox at the cost of adding irresoluteness to the aggregation.¹⁴

Belief merging and judgment aggregation
e aggregation of multiple databases, of potentially conflicting information from different sen-
sors, as well as the combination of multiple knowledge bases in expert systems, are problems that
have long occupied researchers in computer science [BKMS92, CGMHC94, ERS99]. In particu-
lar, the aggregation of independent and equally reliable sources of information expressed in logical
¹⁴Distance-based procedures have also been studied as truth-tracking procedures [HPS10, Wil09, HS11]. For a distance-based
approach in a fuzzy framework, see [BK12].
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form has been investigated in belief merging, from which distance-based judgment aggregation
rules have been derived [KLM04, KG06, KPP99].

Different operators have been introduced and studied: for instance, combination opera-
tors that take the disjunction of the maximal consistent subsets [BKM91], arbitration opera-
tors that equally distribute the individual distances from the outcome candidates [Rev93, LS95,
KPP02b], majority merging operators [LM99], and operators to merge prioritized knowledge
bases [BDLC98].

New postulates for merging operators as well as the distinction between arbitration and
majority operators were introduced in [KPP98]. e framework has been then extended [KPP99,
KPP02a] to include merging under integrity constraints, that is, a set of exogenously imposed
conditions that have to be satisfied by the merged base. Even if integrity constraints do not appear
explicitly in Formula 4.1, it is thanks to them that the choice of collective judgment is restrained
to those that are consistent (and complete).

Despite the transposition of aggregation methods from belief merging to judgment ag-
gregation, there are some differences between fusing different belief bases and merging judgment
sets. e first one is the lack of an externally given agenda in belief merging. As mentioned, aim of
belief merging is to consistently aggregate the information coming from different sources, where
such sources may have different access to the information or have different competences. is
implies that not all belief bases will contain information on exactly the same propositions.

Another difference is that in belief merging no assumption about the consistency of the
individual belief bases is made. If a belief base violates an integrity constraint, that base will not
appear among the possible collective outcomes. However, its input will not be totally disregarded
as distances from the untenable inputs to the admissible outputs will be calculated in the usual
way.

Finally, unlike judgment aggregation that investigates the combination of one type of at-
titudes, belief merging aims at a more general framework, able to encompass the problem of
aggregating symbolic inputs, without specifying whether such items are beliefs, knowledge, de-
sires, norms etc. In belief merging, it is the choice of the merging operator that needs to best suit
the type of inputs.

4.4 FURTHER TOPICS
We conclude by pointing the reader to some further lines of research in the quest for possibility
results, and to a graph-based variant of judgment aggregation currently being investigated within
the field of artificial intelligence.

4.4.1 MORE DOMAIN RESTRICTIONS
Besides value-restriction, Dietrich and List introduced other domain restrictions that guarantee
consistent majority outcomes. In [DL10b], they introduced conditions based on orders of the
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propositions in the agenda (like single-plateauedness and single-canyonedness), and a condition
of unidimensional orderedness that, like unidimensional alignment, is based on orders of indi-
viduals.

Domain restrictions are a form of social consensus. It is obvious that in a group where all
individuals submit the same judgments, no inconsistency can arise. So, clearly, we may encounter
paradoxes when the individuals constituting a group do not hold similar positions. In Chapter 7
we will look at deliberation in judgment aggregation. One open question is how a debate among
voters may impact the individual opinions. More precisely, it would be interesting to understand
under which conditions a deliberation before the vote may help the individuals to revise their
opinions so that the resulting profile is, for instance, unidimensionally aligned. Similar investiga-
tions had been carried out in preference aggregation, looking at the so-called preference restric-
tions (beside value restriction and single-peakedeness, other conditions have been introduced and
studied, like limited agreement and extremal restriction, cf. [Gae01]).

An interesting recent strand of research is behavioral social choice, which compares empirical
elections data with results in voting theory, with surprising results:

Behavioral social choice research can bring a new perspective to Arrow’s theorem if it
demonstrates that actual (voting) data are such that majority rule is overwhelmingly
transitive. [RGMT06, p. 4]

Regarding the domain restrictions introduced in the literature, like Black’s single peaked-
ness and Sen’s value-restriction we mentioned in Section 4.1, Regenwetter et al. find that empir-
ical preference distributions systematically violate any domain restriction condition. e reason
is that, at least for mass electorates, any preference that an individual is allowed to submit, will be
submitted by some individuals (and possibly by a large number of people), no matter how ‘strange’
such preference may appear.

4.4.2 DROPPING CONSISTENCY
In relaxing output conditions, we only focused on completeness and disregarded consistency. e
reason is that consistency of collective judgments is usually seen as an irrevocable requirement.
Yet, a recent proposal to drop consistency has been put forward in [BCEF]. eir approach is
inspired by the work of de Finetti [dF74] and Joyce [Joy09], and motivated by paradoxes like the
lottery and preface paradox discussed in the formal epistemology literature. ey introduce a new
coherence requirement, such that a judgment set is coherent if it is not accuracy-dominated, i.e.,
if there is no other judgment set that contains strictly fewer inaccurate judgments. e authors in
[BCEF] show that, although aggregation by majority does not always yield a consistent collective
set, it does always yield a collective set which is coherent in the above sense.
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4.4.3 OTHER DISTANCE-BASED RULES
It has been shown [EM05] that, for a preference agenda, the minisum outcome rule F dH ;

P
defined in Formula 4.1 is equivalent to the so-called Kemeny rule, a well-known preference ag-
gregation rule [Kem59]. e fact [YL78] that the Kemeny rule is the only preference aggregation
rule that is neutral, consistent and satisfies the Condorcet property,¹⁵ might be adduced as a jus-
tification for the use of F dH ;

P
as a method for judgment aggregation [EP05].

However, as Duddy and Piggins observed [DP12], there is an inherent difficulty with the
use of the Hamming distance in judgment aggregation problems. To use their example, the Ham-
ming distance between fp; q; p ^ qg and fp;:q;:.p ^ q/g is 2. But .p ^ q/ is a logical conse-
quence of p and q, and :.p ^ q/ is a logical consequence of p and :q. If those are the judgment
sets of two individuals, their disagreement over .p ^ q/ is a consequence of their disagreement
over q, so the disagreement should be counted only once. Hence, the Hamming distance neglects
that propositions are logically connected, leading in some cases to double counting. In order to
overcome this problem, Duddy and Piggins propose an alternative distance. Given two judgment
sets, their distance is defined as the smallest number of logically coherent changes needed to
convert one judgment set into the other.

Four general methods for distance-based judgment aggregation, that do not commit to a
specific distance metrics, have been developed by Miller and Osherson [MO09]. e first method
is called Prototype and generalizes the minisum outcome rule by not confining it to the Hamming
distance. Endpoint selects the closest (according to a given distance) judgment set to the possibly
inconsistent collective judgment set. Full looks for the closest profiles that return a consistent
propositionwise majority collective judgment set. Finally Output, the fourth method, also looks
for the closest modified profile that yields a consistent collective outcome but, unlikeFull, it allows
the individual judgment sets in the modified profile to be inconsistent.

Example 4.3 showed the table of the distances between each individual judgment set and
the 4 possible collective judgment sets—that is, the judgment sets that are consistent with the
.p ^ q/ $ r constraint in the doctrinal paradox. Yet, had we considered all 8 possible evaluations
of the three atomic propositions, thus including sets of propositions that violate the above rule,
we would have found out that there was only one judgment set at a minimal distance from the
profile, and such judgment set was precisely the one selected by propositionwise majority voting,
i.e., fp; q;:rg. Is this a coincidence? Not really. e equivalence between the outcome selected by
propositionwise majority voting and theminisum outcome of Formula 4.1 has been pointed out in
[BKS07]. One can of course define other distance minimization rules [MO09, KLM04, KPP99].
For example, another widely used distance-based aggregation rule is the minimax, which selects
the collective judgment set that minimizes the maximal distance to the individual judgment sets
[BKS07]. e intuition of minimax is to keep the disagreement with the least satisfied individual

¹⁵We recall that a preference aggregation rule satisfies the Condorcet property if, whenever an alternative x defeats another
alternative y in pairwise majority voting, it can never be the case that y is ranked immediately above x in the social preference.
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..A . B

Figure 4.6: An argumentation framework.

...A . B ...A . B ...A . B

Figure 4.7: e three possible extensions for the argumentation framework of Fig. 4.6.

at minimum, thus guaranteeing some degree of compromise. For a given profile, minisum and
minimax may select two opposite collective outcomes [EK07].

4.4.4 JUDGMENT AGGREGATION AND ABSTRACT ARGUMENTATION
Argumentation theory has attracted intense interest in AI in the last two decades. We mention
here some recent work on judgment aggregation and abstract argumentation to illustrate a differ-
ent framework in which to investigate aggregation problems, and one in which the impossibility
results of judgment aggregation can be avoided by relaxing the independence condition.

Judgment aggregation can be seen as an aggregation of individual evaluations of a given
argumentation framework. An argumentation framework is defined by a set of arguments and a
(binary) attack relation among them. Given an argumentation framework, argumentation theory
identifies and characterizes the sets of arguments (extensions) that can reasonably survive the con-
flicts expressed in the argumentation framework, and therefore can collectively be accepted. In
general, there are several possible extensions for a set of arguments and a defeat relation on them
[Dun95].

For example, in the argumentation framework in Figure 4.6, we have that argument A
attacks argument B , and that B attacks A. ere are three possible extensions for this argumen-
tation framework, namely those pictured in Figure 4.7. e black color means that the argument
is rejected, white means that it is accepted and grey means that it is undecided, i.e., one does not
take a position about it.

e general idea is that, given an argumentation framework, individuals may provide dif-
ferent evaluations regarding what should be accepted and rejected. e question is then how to
obtain a collective evaluation from individual ones. e aggregation of individual evaluations of a
given argumentation framework raises the same problems as the aggregation of individual judg-
ments. Indeed, voting for each argument whether it is accepted, rejected or undecided¹⁶ may result
in an unacceptable extension, as the propositionwise majority voting may output an inconsistent
collective judgment set.

¹⁶Notice that, technically, this can be viewed as a judgment aggregation problem in many-valued logics (cf. Section 2.4.2).
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Among the first who applied abstract argumentation to judgment aggregation problems
were Caminada and Pigozzi [CP11]. In an earlier work, Rahwan and Tohmé [RT10]—building
on a general impossibility theorem from judgment aggregation—prove an impossibility result
and provide some escape routes. Moreover, in [RL08] welfare properties of collective argument
evaluation are explored.

e goal of [CP11] is not only to guarantee a consistent group outcome, but also that
such outcome is compatible with the individual judgments. Caminada and Pigozzi stress that
group inconsistency is not the only undesirable outcome. It may happen, for example, that the
argument-by-argumentmajority rule selects as social outcome a consistent combination of reasons
and conclusion that actually no member voted for (a remembrance of another voting paradox, the
multiple election paradox [BKZ98]). [CP11] proposed and studied three operators that guarantee
a group outcome which is ‘compatible’ with its members’ judgments. Compatible refers to group
decision-making in which any group member is able to defend the group decision without having
to argue against his own private opinions. It is shown that, not only a collective consistent decision
is guaranteed, but that this is also unique. e three operators do not satisfy (a suitably adapted
notion of ) independence. Furthermore, another property that is not satisfied is the preservation of
a unanimously supported outcome, giving rise to a situation like the Paretian dilemma mentioned
in Section 4.2. In a follow-up paper [CPP11], Pareto optimality and manipulability aspects of
these operators have been investigated.
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C H A P T E R 5

Manipulability
Aggregation functions work by taking as input one judgment set for each single individual. And
it is up to the individual which judgment set to submit to the function. So the natural question
arises: would it be possible for an individual to force the collective acceptance of a specific issue,
by concealing her true judgment set and submitting an aptly modified one? is is, in a nutshell,
the issue of the manipulability of judgment aggregation and it is the topic of the present chapter.
We will study (non-)manipulability as a property of aggregation functions and explore the effects
that such a property has on the process of aggregation.

Chapter outline: Section 5.1 introduces the issue of manipulation in its two main forms of
agenda and vote manipulation, the latter being the main topic of the present chapter. It then
provides a formal definition and characterization of the vote manipulability of a judgment ag-
gregation function. Section 5.2 presents an impossibility result connecting non-manipulability to
dictatorship in the spirit of eorem 3.7 of Chapter 3. A detailed proof of the result is given high-
lighting another application of the axiomatic method and the ultrafilter technique in the context
of judgment aggregation. Finally, Section 5.3 provides, albeit briefly, extra context to the impos-
sibility result touching upon three related topics: the feasibility of non-manipulable aggregation
on a class of non-simple agendas; the issue of strategy-proofness in judgment aggregation; the
complexity theory of manipulation, and the tempering it offers to the impact of the impossibil-
ity of non-manipulable aggregation. e chapter presents and elaborates on results taken mostly
from [Die06] and [DL07c].

5.1 TYPES OF MANIPULATION

What do we mean by the manipulation of an aggregation procedure? Or by manipulability of an
aggregation function? In this section we clarify the notion of manipulation introducing two of its
variants: agenda manipulation, whereby an agenda setter can strategically select which issues to
let the individuals express themselves on, and vote manipulation, whereby individuals themselves
can decide to misrepresent their own judgments to the aggregation function in order to enforce a
collective outcome that is closer to their own views.While agendamanipulationwill be introduced
only in passing, vote manipulation will be dealt with in much detail.
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5.1.1 AGENDA MANIPULATION
e problem of aggregation starts once an agenda is fixed and the individuals are called to express
themselves on the issues in the agenda. Let us for a moment take a step back from this set-up and
consider the position of a chairperson entitled to set the agenda of the aggregation problem by
selecting the issues to be voted upon. Such a chairperson, if in possession of enough information
about the individual opinions in the group, might be able to determine the collective judgment
on some of the issues by strategically selecting the issues to appear in the agenda or in a relevant
sub-agenda, in the case of rules using only a subset of the available issues (like the premise-based
rule). Let us give two different examples of how (sub-)agendas can be manipulated:

Example 5.1 Issue swapping Consider again Example 2.6 and assume the same profile of
judgment sets over agenda A D ˙ fp; p ! q; qg: J1 D fp; p ! q; qg, J2 D fp;:.p ! q/;:qg,
J3 D f:p; p ! q;:qg. Suppose the aggregation function is the premise-based rule, where the
premises consist in the sub-agenda A1 D ˙ fp; p ! qg. e collective judgment is therefore
fp; p ! q; qg. A chairperson interested in manipulating the collective judgment toward the re-
jection of q could now swap q for p ! q in A1 and use as set of premises the sub-agenda
A2 D ˙ fp; qg:

p p ! q

J1 1 1

J2 1 0

J3 0 1

J 1 1

7�!

p q

J1 1 1

J2 1 0

J3 0 0

J 1 0

e rejection of p ! q would then have to be inferred as conclusion, thereby obtaining the col-
lective judgment set fp;:.p ! q/;:qg.

Example 5.2 Decision framing [CPS08] Now consider the agenda ˙ fp; q; p ^ qg and the
usual profile: J1 D fp; q; p ^ qg, J2 D fp;:q;:.p ^ q/g, J3 D f:p; q;:.p ^ q/g. Assume fur-
ther that voting proceeds by the premise-based rule on the sub-agenda of premises ˙ fp; qg, which
yields the collective judgment fp; q; p ^ qg. Now a chairperson willing to get p ^ q collectively
rejected could replace issue q with issue p $ q, obtaining the agenda A0 D fp; p $ q; p ^ qg:

p q p ^ q

J1 1 1 1

J2 1 0 0

J3 0 1 0

J 1 1 1

7�!

p p $ q p ^ q

J1 1 1 1

J2 1 0 0

J3 0 0 0

J 1 0 0

Premise-basedmajority would then yield the collective judgment fp;:.p $ q/;:.p ^ q/g which
rejects p ^ q.
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In the first of the two above examples, the collective judgment on an issue of interest to
the chairperson is changed by introducing that issue in the sub-agenda constituting the premises.
In fact, since the premise-based rule satisfies a restricted form of independence on its premises¹
the only way to possibly modify the collective judgment on q is clearly to add (resp., remove) it
from the set of premises.² In the second, the collective judgment is modified by replacing one
of the premises by an altogether new complex issue which is either accepted or rejected by each
judgment set on the original agenda. is is an instance of the so-called reframing of an aggre-
gation problem [CPS08] or logical agenda manipulation [Die06]. In general, it is not hard to
observe that manipulations of the above types are possible whenever the aggregation rule fails to
be independent not only with respect to the formulae of the agenda (as defined in IND), but also
with respect to all the formulae that are settled by the agenda—in the sense that either themselves
or their negation follows from each judgment set on that agenda.³

5.1.2 VOTE MANIPULATION
In this section we address the form of manipulation that arises when individuals misrepresent
their true vote in order to force an outcome of the aggregation process which is closer to their
individual views. Let us start again with an example:

Example 5.3 Votemanipulation [DL07c] Consider once more the ˙ fp; q; p ^ qg agenda and
suppose the three individuals are to apply premise-based voting—where the premises are p and
q—but are interested solely in the logical conclusions of the aggregation process—namely whether
p ^ q is the case. Suppose the ‘true’ judgment sets of the three individuals are J1 D fp; q; p ^ qg,
J2 D fp;:q;:.p ^ q/g and J3 D f:p; q;:.p ^ q/g, and suppose furthermore that the first in-
dividual votes truthfully, thereby accepting both premises p and q. If the other two individuals
are aware of this, how are they going to vote? As they both reject the conclusion p ^ q, on the
basis of the information they have about the first individual, they know that if they both reject
both assumptions (:p and :q) they will be able to force their own view through the aggregation
modifying the profile as follows:

p q p ^ q

J1 1 1 1

J2 1 0 0

J3 0 1 0

J 1 1 1

7�!

p q p ^ q

J1 1 1 1

J2 0 0 0

J3 0 0 0

J 0 0 0

¹Whether a premise ' is collectively accepted depends only on the individual votes on '.
²Cf. [Die06].
³is condition is known as strong independence [Die06]. e reader is referred to this paper and the aforementioned [CPS08]
for a more in-depth discussion of agenda manipulation.



76 5. MANIPULABILITY

In fact, the third individual alone could force outcome :.p ^ q/, provided that she knows
what the second individual would vote and that she would vote truthfully:

p q p ^ q

J1 1 1 1

J2 1 0 0

J3 0 1 0

J 1 1 1

7�!

p q p ^ q

J1 1 1 1

J2 1 0 0

J3 0 0 0

J 1 0 0

e same holds, mutatis mutandis, for the second individual with respect to the third one.

e perspective we have assumed in this example introduces a whole new dimension into
judgment aggregation, which has to make with the strategic behavior of individuals. While strate-
gic behavior is the realm of the theory of games [vM44]—and we will briefly touch upon it in
Section 5.3.2—in the ensuing sections we will assume a social-choice theoretic perspective on the
phenomenon of manipulability, studying it from an axiomatic point of view. In the remainder of
this chapter, when referring to manipulability we will mean vote manipulability unless explicitly
stated otherwise.

5.1.3 MANIPULABILITY: DEFINITION AND CHARACTERIZATION
Example 5.3 above has shown that premise-based aggregation is manipulable: do non-degenerate
non-manipulable aggregation rules exist? So let us first introduce manipulability as a property of
aggregation functions:

Definition 5.4 Manipulability. Let J D hN;Ai be a judgment aggregation problem. An ag-
gregation function f is:

Manipulable (MAN) iff 9P;P 0 2 P ; 9i 2 N; 9' 2 A s.t. f .P / ¤' Pi , P D�i P
0 and Pi D'

f .P 0/.
I.e., in some profile P collectively rejecting ', some individual accepting ' is able to force
the collective acceptance of ' by submitting a different judgment set P 0

i to f , provided all
other individuals vote like in P .

A function is said to be non-manipulable (non-MAN) otherwise.

Observe that this condition states a mere ‘possibility’ or ‘opportunity’ of manipulation.
Whether such possibility is attractive or not for the potential manipulator is a different issue
having to do with the manipulator’s incentives. Non-manipulability is a very strong condition to
impose on the aggregation and can be characterized in terms of the properties of independence
and monotonicity introduced in Definition 2.18:

eorem 5.5 Characterizing manipulability [DL07c]. Let J D hN;Ai be a judgment aggre-
gation problem and f an aggregation function. e following assertions are equivalent:
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i) f does not satisfy MAN;

ii) f satisfies IND and MON.

Proof. From (ii) to (i) Assume f satisfies IND and MON and suppose 9' 2 X , P 2 P and
i 2 N s.t. Pi ¤' f .P /. We will show that 8P 0 2 P s.t. P 0 D�i P we have that Pi ¤' f .P

0/,
thus proving non-MAN. ere are two cases: (a) Pi D' P

0
i , or (b) Pi ¤' P

0
i . As to (a), by IND

it follows that f .P 0/ D' f .P /, and hence it is still the case that f .P 0/ ¤' Pi . As to (b), since
Pi ¤' f .P /, it also follows that P 0

i D' f .P /. By MON, it follows that f .P / D' f .P
0/ and

hence that f .P 0/ ¤' Pi as required.
From (i) to (ii) Assume non-MAN. (a) We prove that MON follows. Take any ' 2

X , i 2 N and P;P 0 2 P s.t. P D�i P
0. .... assume that Pi 6ˆ ' and P 0

i ˆ '. Now, if
' 2 f .P /, then Pi ¤' f .P / and by non-MAN f .P / D' f .P

0/. (b) We prove that IND fol-
lows. Consider any ' 2 X and P;P 0 2 P s.t., 8i 2 N : Pi D' P

0
i (the antecedent of IND).

.... suppose ' 2 f .P / and assume toward a contradiction that ' 62 f .P 0/. It follows that
there exists a profile, namely P 0, such that P 0

i ˆ ' but ' 62 f .P 0/ and that there exists a profile,
namely P , such that Pi D' P

0
i and ' 2 f .P /, thereby implying MAN, against the assumption.

�

So not only are independence and monotonicity necessary conditions against the manipulabil-
ity of an aggregation function, but they also suffice to guarantee the non-manipulability of the
aggregation. It is instructive to notice that the result holds independently of any assumption on
the structure of the agenda and independently of whether the aggregation function is taken to be
rational. e theorem can also be interpreted as a characterization of manipulability in terms of
sincere and insincere manipulability, to which we turn now.

5.1.4 SINCERE AND INSINCERE MANIPULATION
In the context of preference aggregation, [DvH07] has put forth a refinement of the notion of
manipulability in terms of sincere and insincere manipulability. Adapting those insights to the
context of judgment aggregation we get to the following definitions:

• f is insincerely manipulable iff 9P;P 0 2 P ; 9i 2 N; 9' 2 A s.t. f .P / ¤' Pi , P D�i P
0,

Pi D' f .P
0/ and Pi ¤' P

0
i ;

• f is sincerely manipulable iff f satisfies MAN and 8P;P 0 2 P ;8i 2 N;8' 2 A, if
f .P / ¤' Pi , P D�i P

0, Pi D' f .P
0/ then Pi D' P

0
i .

Intuitively, an aggregation function is insincerely manipulable whenever some individual has the
opportunity to bring it about that the collective judgment accepts ' by submitting to the aggrega-
tion function a judgment set in which she rejects '. In other words, the individual lies by rejecting
' while obtaining at the same time that the group accepts '. Figure 5.1 depicts an example of
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p q .p ^ q/ $ r r

J1 1 1 1 1

J2 1 0 1 0

J3 0 1 1 0

J 1 1 1 1

7�!

p q .p ^ q/ $ r r

J1 1 1 1 1

J2 1 0 1 0

J3 0 0 0 1

J 1 0 1 0

Figure 5.1: Insincere manipulation in the discoursive paradox under premise-based aggregation: p,
q and .p ^ q/ $ r are the premises, and r is the conclusion. e third individual (J3) manages to
manipulate the collective judgment to :r (her true judgment) by submitting a judgment containing r
instead.

such manipulation for premise-based aggregation. Otherwise, an aggregation function is sincerely
manipulable whenever it is manipulable but any manipulation about ' is only possible if the in-
dividual accepts ' also in her misrepresented judgment set. Example 5.3 has already illustrated
cases of manipulation of the sincere kind.

Remark 5.6 Observe that both sincere and insincere manipulability imply manipulability and
that if a manipulable function is not sincerely manipulable, it must be insincerely manipulable. So
the property of manipulability is equivalent to the disjunction of insincere and sincere manipula-
bility. Closer inspection of the definitions of insincere and sincere manipulability also reveals that
insincere manipulability is actually the negation of monotonicity and that sincere manipulability
implies the negation of independence (the reader is invited to check these relationships in detail).
In the light of these observations eorem 5.5, acquires a new interesting interpretation and boils
down to the more self-evident statement that an aggregation function is not manipulable if and
only if it is neither insincerely manipulable, nor sincerely manipulable.

5.2 NON-MANIPULABLE AGGREGATION: IMPOSSIBILITY
Following the line of Chapter 3, we introduce, prove and discuss an impossibility result concerning
the existence of non-degenerate aggregation functions which are not manipulable [DL07c]:

For path-connected agendas, an aggregation function is responsive and non-
manipulable if and only if it is a dictatorship.

In other words, when the agenda is path-connected (Definition 2.13) dictatorship is character-
ized by responsiveness and non-manipulability. It is therefore impossible to aggregate in a non-
degenerate way individual judgments into a collective one without at the same time violating
responsiveness or introducing the possibility of manipulating behavior by the individuals.

We will prove the theorem by resorting to the same technique we used in Section 3: the
ultrafilter method. is allows us to reuse the dictatorship lemma (Lemma 3.6). However, to
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obtain the desired result we will have to prove a variant of the ultrafilter lemma encountered in
Chapter 3 (Lemma 3.5), as this time we are working with weaker aggregation conditions—we
do not have systematicity—and with different agenda conditions—we have path-connectedness
instead of even-negatability.

5.2.1 AUXILIARY RESULTS
To establish the desired theorem we are going to need four lemmas, which we state and prove in
this subsection.

Unanimity We first show that a responsive and non-manipulable aggregation function is nec-
essarily unanimous:

Lemma5.7 Unanimity If an aggregation function f satisfiesRES and non-MAN, then it satisfies
U.

Proof. Assume there exists ' 2 A s.t. 8i 2 N W Pi ˆ '. We proceed to show that ' 2 f .P /. By
RES, 9P 0 s.t. ' 2 f .P 0/. Recall that, by eorem 5.5, f satisfies IND and MON. Take now P 0

and replace, for all i , P 0
i with Pi , thus obtaining P . For each replacement we have two cases: (a)

P 0
i ˆ ', or (b) P 0

i ˆ :'. If (a) is the case then, by IND, we have that ' 2 f .P /. If (b) is the case
then, by MON, we also have that ' 2 f .P /. By (a) and (b) we thus conclude that ' 2 f .P /.

�

Winning coalitions We show that non-manipulable and responsive functions on path-
connected agendas can be represented by one set of winning coalitions.

Lemma 5.8 Winning coalitions and non-manipulable functions Let J D hN;Ai be a judg-
ment aggregation problem where A satisfies PC and f be an aggregation function that satisfies non-
MAN and RES. en there exists a set of winning coalitionsW (Definition 3.3) such that:

' 2 f .P /  P' 2 W (5.1)

for all P 2 P and ' 2 A.

Proof. First we show that the set of winning coalitions for each formula in the agenda is the same:
(†) 8'; 2 A W W' D W . We split the proof of this claim in two directions: W � W' and
W' � W .

W � W' Assume C 2 W' . By the assumption of PC (Definition 2.13), we have that
' D '1 ˆc : : : ˆc 'k D  for some '1; : : : ; 'k 2 A. We show that, 8j W 1 � j � k, C 2 W'j

.
Proceed by induction.

B: Let j D 1, then the claim holds by assumption.
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S: Let 1 � j < k, and assume (IH) thatC 2 W'j
.We prove thatC 2 W'j C1

. Since 'j ˆc 'jC1

by assumption, there exists X � A s.t. X [
˚
'j ;:'jC1

	
is inconsistent but X [

˚
'j

	
, X [˚

:'jC1

	
, X [

˚
'j ; 'jC1

	
and X [

˚
:'j ;:'jC1

	
are all consistent. Define now a profile

P as follows:
Pi D

�
X [

˚
'j ; 'jC1

	
if i 2 C

X [
˚
:'j ;:'jC1

	
if i 2 N � C

We can observe the following. First, by U (Lemma 5.7) we have that X � f .P /. en, by
IH, C 2 W'j

and since P'j
D C we have that 'j 2 f .P /. Now, since X [

˚
'j ;:'jC1

	
is inconsistent, we also have that 'jC1 2 f .P /. For any profile P 0 we therefore have that if
P 0
'j

D C thenP 0
'j C1

D C . For, suppose not, i.e.,C 62 W'j C1
. By IND, which follows from

non-MAN by eorem 5.5, we obtain that for any P 0, if P 0
'j C1

D C then 'jC1 62 f .P 0/.
Contradiction.

W' � W e proof of this direction is similar and left to the reader.
We can now prove the main claim of the theorem (Formula 5.1). ( It holds directly by

the above definition of W . ) Consider the set of individuals P' . For any P 0 2 P , by IND, we
have that if P' D P 0

' then ' 2 f .P 0/. Hence P' 2 W' and by (†), P' 2 W . �

Remark 5.9 Systematicity and non-manipulability e lemma is related to Lemma 3.4,
which we encountered in the proofs of the impossibility theorems of Chapter 3. On the one
hand, we have that a function is representable in terms of a set of winning coalitions whenever
the function is non-manipulable and responsive on a path-connected agenda. On the other hand,
Lemma 3.4 showed that if a function is systematic (independently of the type of agenda), then it
is representable by a set of winning coalitions, and vice versa. We thus obtain as a corollary that,
on path-connected agendas, non-manipulability and responsiveness imply systematicity.

Effects of path-connectedness on the agenda structure We now show that path-connectedness
forces the existence of a specific configuration of consistent and inconsistent sets of formulae of
the agenda:

Lemma 5.10 Effects of PC Let J D hN;Ai be a judgment aggregation problem such that A
satisfies PC. ere exists an inconsistent setX � A and three pairwise disjoint sets Y1; Y2; Y3 � X s.t.
8i 2 f1; 2; 3g: .X � Yi / [ :Yi is consistent, where :Yi D f:' j ' 2 Yig.

Proof. By the assumption of PC it follows that there exists ' D '1; : : : ; 'n D :' and
Y 0
1; : : : ; Y

0
n�1 � A s.t.:

(i) for 1 � i � n � 1, f'i ;:'iC1g [ Y 0
i is inconsistent;

(ii) for 1 � i � n � 1, f'ig [ Y 0
i and f:'iC1g [ Y 0

i are consistent;
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.X � Y1/ [ :Y1 D f:.a � b/; b � c; c � ag

.X � Y2/ [ :Y2 D fa � b;:.b � c/; c � ag

.X � Y3/ [ :Y3 D fa � b; b � c;:.c � a/g

Figure 5.2: Illustration of Lemma 5.10 on Arrow’s agenda. SetX D fa � b; b � c; c � ag, and Y1 D

fa � bg, Y2 D fb � cg and Y3 D fc � ag.

(iii) for 1 � i � n � 1, f'i ; 'iC1g [ Y 0
i and f:'i ;:'iC1g [ Y 0

i are consistent, which follows
from (i) and (ii).

Given these observations we show that (�) 9i s.t. 1 � i � n � 1 and f'i ;:'iC1g is consistent.
Suppose toward a contradiction this is not the case. We then have that all f'1;:'2g …f'n�1; 'ng

are inconsistent. It follows that all f'1; '2g, f'1; '2; '3g …f'1; : : : ; 'ng are consistent. But '1 D '

and 'n D :' by PC. Contradiction.
Having established claim (�), we have that for some i : f'i ;:'iC1g is consistent and

f'i ;:'iC1g [ Y 0
i is inconsistent by (i), and hence Y 0

i ¤ ;. We can thus prove the desired claim
by construction. Define the following sets:

X D f'i ;:'iC1g [ Y 0
i

Y1 D f'ig

Y2 D f:'ig

Observe that, by (iii), we have that .X � Y1/ [ :Y1 and .X � Y2/ [ :Y2 are consistent. Now,
since X is inconsistent but f'i ;:'iC1g and Y 0

i are both consistent there must exist Y3 � Y 0
i s.t.

.X � Y3/ [ :Y3 is consistent. Finally, Y1, Y2 and Y3 are clearly pairwise disjoint, which concludes
the proof. �

e upshot of this lemma is that, if the agenda is path-connected, then one can find three
sets of formulae of the agenda such that: they are all consistent; each two of them agree on at least
one formula which is rejected by the third one; all formulae that are accepted by two of them and
rejected by the third one form an inconsistent set.

A telling concrete example for this property can be obtained for the Arrow’s agenda
˙ fa � b; b � c; c � ag, which we know satisfies PC (recall Example 2.15), and is given in Fig-
ure 5.2. is is nothing but a Condorcet cycle, which Lemma 5.10 therefore generalizes to a
whole class of agendas.
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Ultrafilters of winning coalitions We are now ready to state the main lemma showing that the
set of winning coalitions behaves like an ultrafilter. e reader is encouraged to compare it with
Lemma 3.5 of Chapter 3.

Lemma 5.11 Ultrafilter lemma Let J D hN;Ai be a judgment aggregation problem such that
A satisfies PC. Let the aggregation function f satisfy non-MAN, RES and RAT. e set W is an
ultrafilter, i.e.:

i) N 2 W ;

ii) if C 2 W then �C 62 W ;

iii) W is upward closed: if C 2 W and C � C 0 then C 0 2 W ;

iv) W is closed under finite intersections: if C1; C2 2 W then C1 \ C2 2 W .

Proof. Proofs follow for each of the four claims.

i) e claim follows directly from the fact that f satisfies U by Lemma 5.7.

ii) ) Suppose toward a contradiction that both C;�C 2 W . Consider now a profile P where
the judgment sets of the agents in C contain ' and those in �C contain :'. By eorem 5.5
f satisfies IND from which it follows that f .P / would be inconsistent, against the assump-
tion that f satisfies RAT.
( Assume C 2 W . Let C D P' (and therefore �C D P:') for some profile P . By
Lemma 5.8 we have that ' 2 f .P / and by RAT that :' 62 f .P /. By the definition of W
(Definition 3.3) we then conclude �C 62 W as P is such that �C D P:' but ' 62 f .P /.

iii) e claim follows directly from the fact that f satisfies MON by eorem 5.5.

iv) Suppose toward a contradiction that C1; C2 2 W and suppose that C1 \ C2 62 W . Now put
C 0 D C2 � C1 and C 00 D N � C2. Notice that C1 \ C2, C2 � C1 and �C2 are three disjoint
sets covering N . Define now the following profile, which exists by Lemma 5.10:

Pi D

8<: .X � Y1/ [ :Y1 if i 2 C1 \ C2 D C

.X � Y2/ [ :Y2 if i 2 C2 � C1 D C 0

.X � Y3/ [ :Y3 if i 2 N � C2 D C 00

for X , Y1; Y2 and Y3 defined as in Lemma 5.10.⁴ As C1 \ C2 62 W by assumption, from ii)
it follows that N � .C1 \ C2/ D C1 [ C2 2 W . Since C1 2 W by assumption, it follows by
iv) that C [ C 00 2 W . Finally .C1 \ C2/ [ .C2 � C1/ D C2 2 W by assumption. It follows
that f .P / D X , but X is inconsistent, against the assumption that f satisfies RAT.

is completes the proof. �
⁴It might be helpful to use Figure 5.2 for picturing a concrete instance of the claim.
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5.2.2 THE IMPOSSIBILITY THEOREM
Although from different assumptions, we can conclude like in Lemma 3.5 that aggregating with
non-manipulable, responsive and rational functions on path-connected agendas induces a set of
winning coalitions which forms an ultrafilter. Since this ultrafilter is finite, we can again rely on
Lemma 3.6 to establish the existence of a dictator, thereby proving the theorem.

eorem 5.12 Impossibility of non-manipulable aggregation [DL07c]. Let J D hN;Ai be
a judgment aggregation problem such that A satisfies PC. An aggregation function f satisfies RES,
non-MAN and RAT iff it satisfies D.

Proof. ( If f satisfies D then it trivially satisfies RES and non-MAN. ) By Lemma 5.8,
for any P 2 P and ' 2 A:

' 2 f .P /  P' 2 W :

en, by Lemmas 5.11 and 3.6 we have that fig 2 W for some i 2 N and hence:

P' 2 W  i 2 P'

which concludes the proof: ' 2 f .P / iff Pi ˆ '. �

e theorem provides a characterization of dictatorship in terms of non-manipulability, re-
sponsiveness and collective rationality, on path-connected agendas. As such, notice that its state-
ment is fully analogous to the one of eorem 3.7, and its proof shares many similarities to the
proof of that theorem. Figure 5.3 recapitulates the structure of the proof.

5.3 FURTHER TOPICS: MANIPULATION BEYOND
IMPOSSIBILITY RESULTS

Commenting on eorem 5.12 and its implications, we look at a number of topics and research
directions stemming from the issue of non-manipulability in judgment aggregation.

5.3.1 THE POSSIBILITY OF NON-MANIPULABLE AGGREGATION
e proof we have given of eorem 5.12 relies critically on the path-connectedness assumption
for the agenda. As one might expect, on simple agendas non-manipulable aggregation is possible
and since propositionwise majority satisfies MON and IND (Fact 3.1) it also satisfies non-MAN
(eorem 5.5).

However, as extensively shown in [Die10], interesting possibility results exist also for
richer agendas, and in particular for a large class of so-called implication agendas consisting
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RES non-MAN PC

Lemma 5.7 eorem 5.5 Lemma 5.8 Lemma 5.10

Lemma 3.6 Lemma 5.11

eorem 5.12

Figure 5.3: Structure of the proof of eorem 5.12. Edges indicate dependences (from top to bottom)
between assumptions, auxiliary results and the impossibility theorem.

.

of implicative connection rules between issues like material implication, but also other non-
classical implicative connectives. One such agenda that we have already encountered is the evenly-
negatable agenda ˙ fp; q; p ! qg. Responsive, collectively rational and non-manipulable ag-
gregation on ˙ fp; q; p ! qg can for instance be implemented by a quota rule with thresholds
tp D t:p D tq D t:q D

jN jC1
2

, tp!q D jN j and t:.p!q/ D 1. e reader is invited to check that
this aggregation function does indeed satisfy RAT, RES, IND and MON and hence, by eo-
rem 5.5, also non-MAN.

5.3.2 STRATEGY-PROOF JUDGMENT AGGREGATION
A reader familiar with social choice theory might be tempted to view eorem 5.12 as a gen-
eralization of the result known as Gibbard-Sattherthwaite’s theorem,⁵ whereby the impossibility
of non-manipulability bears not only on preferences, but on path-connected agendas in general.
However, the analogy goes only so far as both theorems concern an issue of manipulation of a
voting system.

ere are two key differences. First, Gibbard-Sattherthwaite’s theorem concerns choice func-
tions, i.e., functions from profiles of preferences to candidates, while our aggregation functions
are instead a generalization of welfare functions, i.e., functions from profiles of preferences to
⁵Cf. [Gae06, Ch. 5] or [Tay05] for expositions of this result in the context of preference aggregation.
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preferences. So eorem 5.12 should more pertinently be compared with variants of Gibbard-
Sattherthwaite’s theorem concerning welfare functions, such as the one studied, for instance, in
[BS92]. Second, unlike in Gibbard-Sattherthwaite’s theorem, our notion of manipulability (Def-
inition 5.4) involves only the possibility of manipulation, and not whether the realization of that
possibility would actually be beneficial to the individual, that is, whether the individual has an
incentive to actually manipulate the aggregation rule. is second difference prompts us to a dis-
cussion on the issue of incentive-compatibility or strategy-proofness in the context of judgment
aggregation, to which we briefly turn.

Incentives in judgment aggregation
Talking about the incentives of individuals means talking about their preferences. Preferences
can be modeled in this context as preorders,⁶ over the set of all possible judgment sets J . We will
denote preferences through the symbol �, where J 0 � J 00 is taken to mean that judgment set J 0

is at least as preferred as judgment set J 00.

Preferences were not included in the definition of a judgment aggregation problem (Defi-
nition 2.1). So two possibilities arise. Either judgment aggregation problems are to be extended
with an explicit representation of the preferences of each individual, or they can be built through
appropriate stipulations associating a specific preference to each judgment set an individual might
truthfully hold.

According to this latter option, the preference of an individual will be a function of her
judgment set. Such function would encode how each individual evaluates a possible outcome of
the aggregation depending on which judgment set she holds. Let Pre.J/ denote the set of all
preorders over J and call g W J �! Pre.J/ such a function. e property of strategy-proofness
of an aggregation function can then be defined as follows:

Definition 5.13 Strategy-proofness. Let J D hN;Ai be a judgment aggregation problem,
and g W J �! Pre.J/. An aggregation function f is:

Strategy-proof (SP) w.r.t. g iff 8i 2 N and 8P;P 0 2 P s.t. P D�i P
0: f .P / �i f .P

0/ where
�iD g.Pi /.
I.e., for all individuals and all profiles, submitting the truthful judgment is at least as prefer-
able as misrepresenting it.

Intuitively, f is strategy-proof if no matter what the (g-generated) preferences of individuals
are, it is never strictly preferable for them to misrepresent their true judgment set. To put it in
game-theoretic terms, it is always a weakly dominant strategy⁷ for all the individuals to be truthful
toward the aggregation function.
⁶We recall that a preorder is a binary relation which is reflexive and transitive. A total preorder is a preorder � which is in
addition total, i.e.: 8x; y either x � y or y � x.
⁷See [LBS08, Ch. 3] for the definition of dominant strategy.
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Strategy-proofness and non-manipulability
Still, strategy-proofness can be shown to be equivalent to the property of non-manipulability
under specific assumptions about the behavior of function g.

Definition 5.14 Closeness of judgment sets. Let J D hN;Ai be a judgment aggregation
problem and J; J 0; J 00 be judgment sets. We say that J 0 is at least as close as J 00 to J (nota-
tion: J 0 wJ J

00) if and only if 8' 2 A if J D' J
00 then J D' J

0.

Closeness is a ternary relation ordering judgment sets by how ‘close’ they are respectively
to a third judgment set. Intuitively, a judgment set J 0 is at least as close as J 00 w.r.t. J if J 0 agrees
with J on at least all issues on which J 00 also agrees with J . It is not difficult to see that the
closeness relation w is a preorder but, note, it is not necessarily a total preorder.

Example 5.15 Closeness Let us consider an example based on the agenda of the dis-
cursive dilemma. Let J D fp; q; r $ .p ^ q/; rg, J 0 D f:p; q; r $ .p ^ q/;:rg and J 00 D

f:p;:q; r $ .p ^ q/;:rg. We have that J 0 wJ J
00 and J 00 6wJ J

0. So, J 0 is strictly closer to J
than J 00. Consider now J 000 D fp;:q; r $ .p ^ q/;:rg.We have that J 0 6wJ J

000 and J 000 6wJ J
0,

that is, J 0 and J 000 are incomparable by closeness with respect to J .

Under the assumption that individuals’ preferences obey closeness, it becomes possible to
show that non-manipulability and strategy-proofness (with respect to a closeness-based notion
of preference) define the same condition:

eorem 5.16 Equivalence of non-MAN and SP [DL07c]. Let J D hN;Ai be a judgment
aggregation problem, f an aggregation function and let g be such that wJ� g.J /. It holds that f
satisfies SP w.r.t. g if and only if it satisfies non-MAN.

Sketch of proof. ) Assume that f satisfies SP and, toward a contradiction, that f satisfies
MAN.en for some ' 2 A; i 2 N andP;P 0 2 P such thatP D�i P

0 we have thatPi ¤' f .P /

and Pi D' f .P
0/. We show that if this is the case, then for some closeness-respecting preference,

i would have an incentive to manipulate. Consider the preference � so defined: J 0 �Pi
J 00 iff

J 00 ˆ ' implies J 0 ˆ '.⁸ Clearly � is a preorder and it is closeness-respecting. So, for g.Pi / D �

we obtain that f .P 0/ � f .P / against the assumption that f satisfies SP. ( Similar and left
to the reader. �

⁸Notice that this preference is a total preorder consisting of two classes of equally preferable judgment sets: an upper class of
judgment sets agreeing on ' with Pi ; and a lower class of all judgment sets disagreeing on ' with Pi . Intuitively, this is the
preference of an individual who is concerned solely about item '.
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e key condition here is that the closeness relation wJ is a subrelation of g.J /, that is,
the individual’s preferences are a refinement or extension of the closeness relation. Preferences of
this type are called closeness-respecting. So the theorem states that if individuals’ preferences are
closeness-respecting then the mere existence of a possibility of manipulation is equivalent to the
existence of a profitable possibility of manipulation. e theorem can be seen as a reformulation
of eorem 5.12 which is closer in spirit to the Gibbard-Satterthwaite’s theorem: a judgment
aggregation function satisfies responsiveness and strategy-proofness with respect to closeness-
respecting preferences if and only if it is a dictatorship.

It is worth briefly commenting on the intuition backing the notion of closeness-respecting
preferences. Closeness assumes that individuals are driven only by the independent acceptance
or rejection of individual issues: they prefer outcomes that satisfy more of the issues that they
truthfully accept over outcomes that satisfy fewer of such issues. In other words, their preferences
are not sensitive to issues being accepted or rejected in bundles. For instance, for an individual who
truthfully accepts p and q, a closeness-respecting preference would always rank the acceptance of
either p or q above the rejection of both. On the other hand, a preference which is not closeness-
respecting could rank the rejection of both p and q above the acceptance of only one of the two.⁹

Remark 5.17 Preference, closeness and distance Distance metrics of the type we have dis-
cussed at the end of Chapter 4 are natural candidates to express a notion of preference of indi-
viduals over judgment sets [EKM07]. Intuitively, for a generic distance measure d and judgment
sets J (the truthful judgment set the individual holds) and J 0; J 00, the individual weakly prefers
J 0 over J 00 if and only if d.J 0; J / � d.J;00 J /. e reader is invited to check that the Hamming
distance considered at the end of Chapter 4 generates closeness-respecting preferences.

Judgment aggregation and game theory
e section has just scratched the surface of the sort of strategic issues that might arise in a judg-
ment aggregation setting. More generally, a strategic perspective on voting opens the door to
the application of a wealth of notions, results and techniques from game theory [vM44, LBS08]
to judgment aggregation. While applications of game theory to the theory of voting in prefer-
ence aggregation are, to date, extensive, the same cannot be said for judgment aggregation.¹⁰ We
consider this one of the promising open research avenues in contemporary judgment aggregation.

5.3.3 COMPLEXITY AS A SAFEGUARD AGAINST MANIPULATION
Whether impossibility results such as eorem 5.12 should bear real worries about the effec-
tive deployment of concrete aggregation procedures is a much debated question. An interesting

⁹It is important to realize that preference of this latter sort occur naturally. ink of whether you would prefer to have only one
of the two shoes in a pair rather than having none.

¹⁰For a preliminary contribution in this direction see [GPS09].
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perspective on this issue becomes available once one opens up the study of actual aggregation
procedures to complexity-theoretic considerations.

Complexity and voting
e application of complexity theory¹¹ to voting has gained considerable attention in recent years
[FHH10]. It is rooted in earlier work in preference aggregation [BTT89, RVW11] and is a
currently thriving area of research for both judgment aggregation [EGP12] and, more generally,
computational social choice theory [CELM07, BCE13] within artificial intelligence.

e basic intuition behind this body of work is to consider an aggregation function accept-
able when it is ‘easy’ to compute its outcome, and if it is manipulable, when it is ‘hard’ for an
individual to actually manipulate it. e exact meaning of ‘easiness’ and ‘hardness’ in this con-
text can be cashed out using complexity theory and is sketched here below.¹² Although we will
focus only on the problems of winner determination and of manipulation, the application of com-
plexity theory has moved well beyond those problems considering, in particular, other forms of
election control [BEER12] like agenda manipulation, which we have briefly introduced at the
beginning of the chapter, and bribery, whereby an external agent tries to force a desired result of
the aggregation by bribing (within a given budget) some of the individuals to modify their votes.

e winner determination and manipulation problems
In judgment aggregation, the winner determination problem is the problem of checking whether a
given formula of the agenda belongs to the output of a given aggregation rule, on a given judgment
profile. When it comes to the applicability of an aggregation rule, one would like this problem
to be ‘computationally easy’ to solve. A ‘computationally easy’ or tractable problem is meant to
be a problem that can be solved by an algorithm in time which grows (at worst) polynomially
with the size of the input (i.e., the formula, the agenda and the profile).¹³ Problems that are not
‘easy’ to solve are considered to be ‘hard’ or intractable. is is the case for problems that can be
solved by an algorithm in time which grows (at least) exponentially with the size of the input,¹⁴
or problems which at least require their solutions to be checkable by an algorithm in time which
grows (at worst) polynomially with the size of the input.¹⁵

It has been shown in [EGP12] that the winner determination problem for the class of quota
rules and for the premise-based rule is ‘easy’, while it has been shown to be ‘hard’ for distance-
based rules.

e manipulation problem is the problem of checking whether, for a given individual,
agenda and judgment profile, there exists a judgment set which, when fed into the input pro-
¹¹For an accessible introduction to complexity theory we refer the reader to [Gol10]. A standard reference book is [Pap94].
¹²Whether classifications of this type, which are based on standard complexity classes, fit the purpose is currently object of
debate in the artificial intelligence literature (cf. [FP10, Wal11]).

¹³is is the class of polynomial time problems.
¹⁴is is the class of exponential time hard problems.
¹⁵is latter is the class of non-deterministic polynomial time hard problems. is class is conjectured to be different from the
class of polynomial time problems.
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file of the aggregation rule, a collective judgment set is obtained which is strictly better for that
agent. And by “strictly better” we mean closer according to some specific distance measure, like
the Hamming distance (cf. Definition 5.13). In other words, the problem consists in checking
whether a given individual can obtain a more favorable outcome by misrepresenting her judgment
set, given all other individuals vote in the same way. For the actual deployment of an aggregation
rule, one would therefore like its manipulation problem to be ‘hard’. is is the case, for instance,
for the premise-based rule [EGP12].





91

C H A P T E R 6

Aggregation Rules
From the previous chapters it should be clear that, until recently, the literature on judgment ag-
gregation focused mainly on impossibility theorems and on devising ways to avoid such impossi-
bility results. is is different from what happens in voting theory, where voting rules are defined
and studied per se. And yet, as it became evident to the researchers gathered at the 2011 work-
shop “New Developments in Judgement Aggregation and Voting eory”¹ held in Freudenstadt
(Germany), things are starting to change. Several researchers, from within different disciplines,
independently began to define concrete aggregation rules for judgment aggregation. is chapter
is dedicated to providing a snapshot of this young and ongoing line of research.

Chapter outline: Section 6.1 introduce some general definitions we will be using in the chapter.
Section 6.2 to Section 6.4 each defines a specific family of minimization-based rules. e chapter
builds on [LPSvdT11, LPSvdT12, NPP11], although it will follow more closely [LPSvdT12],
where the family of rules are classified according to a minimization (or maximization) principle.
e minimization criterion provides a useful general classification of different rules and, at the
same time, it encompasses rules independently defined by other researchers, as we shall note
through the chapter. e chapter concludes with some pointers to related literature.

6.1 INTRODUCTION
In Chapter 1 we have seen that the study of voting in preference aggregation was stimulated
by practical and specific problems, like the election inside the Academy of Sciences in France.
Concrete voting rules were proposed and studied, but it was only with Arrow that the axiomatic
approach was applied to social choice theory. Interestingly, judgment aggregation has followed
the inverse path. Starting from List and Pettit and, then, with Dietrich and List, the axiomatic
method (combined with a logical framework) was employed to investigate abstract judgment
aggregation problems, while almost no concrete rule was designed. Exceptions are some of the
rules we introduced in Chapter 2 and those we surveyed in Chapter 4, like the premise and
conclusion-based procedures, the sequential and quota-based rules and the distance-based ones.
Until recently, the literature on judgment aggregation focused mainly on axiomatic studies which
led to many impossibility results, that we have explored in Chapter 3 and Chapter 5. As observed
in [Die13, Pigng], judgment aggregation has now entered a new phase, one in which the increase
of interest in judgment aggregation by researchers from artificial intelligence and multi-agent

¹http://vwl1.ets.kit.edu/Workshop_Judgement_Aggregation_and_Voting.php

http://vwl1.ets.kit.edu/Workshop_Judgement_Aggregation_and_Voting.php
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systems is driving to the definitions and explorations of families of concrete aggregation rules.
is chapter presents the initial and ongoing research on this topic.

Minimization
Here we follow [LPSvdT11, LPSvdT12], where several judgment aggregation rules based on
minimization are introduced. e motivation for such approach is that several voting rules are
based on someminimization (or maximization) principles, and that minimization is also a guiding
principle often used in the logic-based knowledge representation community to deal with incon-
sistency (as in belief revision and belief merging). Yet, with the exception of distance-based rules,
minimization had not been exploited to handle inconsistencies arising in judgment aggregation.
To overcome this gap, [LPSvdT11, LPSvdT12] introduce four families of minimization-based
rules. e inclusion relationships among those rules as well as their social choice-theoretic prop-
erties (e.g., unanimity and monotonicity) are also studied. Here we follow their classification and
we illustrate those families by few concrete rules.² As we will see, interestingly, several rules have
been introduced independently by different researchers.

e idea behind the families of rules introduced in [LPSvdT11, LPSvdT12] is to define
ways to minimize changes, for example, in the collective judgment set, or in the portion of a
profile one needs to remove (or, equivalently, to maximize the portion of a profile one can keep)
in order to guarantee a consistent collective judgment set. Each family specifies one particular
way such a minimization (resp. maximization) is defined.

Terminology
Let us begin by introducing few general definitions that will be used in the chapter. Recall that
given an agenda A D ˙f'1; : : : ; 'mg, the pre-agenda (or set of issues) associated with A is ŒA� D

f'1; : : : ; 'mg. Unless otherwise specified, � is the tautology >. In this chapter we call a sub-
agenda any subset of the agenda. Given a judgment profile P , let us now call the output fmaj .P /
of propositionwise majority the majoritarian judgment set of P , and let us denote it m.P / to ease
notation.

e rules we are going to consider in this chapter are irresolute aggregation functions (recall
Remark 2.5), that is, their type is f W P �! }.}.A//. Irresoluteness is a natural property to
leverage in order to circumvent impossibility results, and in fact we have already encountered
instances of irresolute functions in Chapter 4, where we discussed distance-based rules.

We say that a profile is majority-consistent iff m.P / is a consistent set of formulae.³ A
judgment aggregation rule f is majority-preserving iff, for every majority-consistent profile P ,
f .P / D fm.P /g.⁴

²Here, we consider only three of those four families, as the fourth is the distance-based family of rules, and we have already
reviewed some of those rules in Chapter 4.
³Cf. the necessary and sufficient domain-restriction condition for majority consistency seen in Section 4.1.2.
⁴e framework of [LPSvdT12] is more general than the one we present here. e conjunction of all logical dependencies
among agenda’s issues forms one consistent formula � 2 L, called the constraint.
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p ^ r p ^ s q p ^ q t

6 voters 1 1 1 1 1

4 voters 1 1 0 0 1

7 voters 0 0 1 0 0

m.P / 1 1 1 0 1

Figure 6.1: A majority-inconsistent profile.

roughout the chapter we will be using a running example taken from [LPSvdT12] to
illustrate the different aggregation rules. Let us introduce it here.

Example 6.1 [LPSvdT12] Let ŒA� D fp ^ r; p ^ s; q; p ^ q; tg be the pre-agenda and let us
suppose the profile P is composed by 17 individuals who express their judgments as in Figure 6.1.
e majoritarian set of P ism.P / D fp ^ r; p ^ s; q;:.p ^ q/; tg, which is an inconsistent judg-
ment set. erefore, P is not majority-consistent.

Let us now turn to the first family of minimization-based rules.

6.2 RULES BASED ON THE MAJORITARIAN JUDGMENT
SET

One way to ensure a consistent outcome is to calculate m.P / and, when this is not consistent, to
restore consistency by minimally removing some issues in the agenda (and thus also the individual
and collective judgments on them). ese are rules based on the majoritarian judgment set and
form the first family of rules defined in [LPSvdT11, LPSvdT12]. Choosing consistent subsets
of m.P / that are maximal with respect to set inclusion or cardinality are two natural ways to
interpret the minimality criterion.

If we denote by Max.m.P /;�/ the set of all maximal consistent subsets of m.P / with
respect to set inclusion, and by Max.m.P /; j:j/ the set of all maximal consistent subsets of m.P /
with respect to cardinality, the maximal sub-agenda (MSA) and the maxcard sub-agenda (MCSA)
rules are defined as follows:

Definition 6.2 Maximal and maxcard sub-agenda rules. Let J D hN;Ai be a judgment ag-
gregation problem and P 2 P :

MSA.P / D Max.m.P /;�/
MCSA.P / D Max.m.P /; j:j/:
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p ^ r p ^ s q p ^ q t

6 voters 1 1 1 1 1

4 voters 1 1 0 0 1

7 voters 0 0 1 0 0

MSA.P /
1 1 1 1

1 1 0 1

1 0 1

Figure 6.2: Maximal sub-agenda rule.

p ^ r p ^ s q p ^ q t

6 voters 1 1 1 1 1

4 voters 1 1 0 0 1

7 voters 0 0 1 0 0

MCSA.P /
1 1 1 1

1 1 0 1

Figure 6.3: Maxcard sub-agenda rule.

Both MSA and MCSA are clearly majority-preserving rules.

Example6.3 [LPSvdT12] Consider the same agenda and profileP of Example 6.1. Figures 6.2
and 6.3 show respectively the results of MSA.P / and MCSA.P /. When taking the maximal con-
sistent subsets with respect to set inclusion (MSA.P /), we see that there are three ways to render
the collective judgment set consistent: either we remove p ^ q from the agenda, or we remove
proposition q only, or we remove both p ^ r and p ^ s. Since the first two options can restore
consistency by removing just one proposition each, the third one (that is, eliminating both p ^ r

and p ^ s) will not figure among the outcomes of MCSA.P /.
As the example shows, the maximal sub-agenda and the maxcard sub-agenda rules restore

consistency by removing some issues from the agenda, and thereby returning collective sets that
are possibly neither complete nor deductively closed.

e maxcard sub-agenda coincides with a judgment aggregation rule defined in [MO09],
called Endpointd , when d is the Hamming distance. Moreover, independently of Lang et al., MSA
and MCSA have been defined by Nehring et al. [NPP11], who called the maximal sub-agenda
rule “Condorcet admissible set,” and the maxcard sub-agenda “Slater rule.”
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6.3 RULES BASED ON THE WEIGHTED MAJORITARIAN
JUDGMENT SET

We have seen that rules of the first family aim at restoring consistency by minimally removing
items of the agenda. ey do not, however, take into account whether an agenda item is sup-
ported by many or only few individuals. is information is taken up by the second family of
rules introduced in [LPSvdT11].

Let the weighted majoritarian judgment set of a profile P be w.P / D fh'; jP' ji; ' 2 Ag.
Intuitively, given a profile P ,w.P / records the support received by each agenda item (the support
being the number of agents that have that item in their judgment sets). e rules based on the
weighted majoritarian judgment set re-establish social consistency by keeping the agenda items
that received the highest support. ere are two natural ways to achieve this. One is to find the
set of all consistent sub-agendas maximizing the total support, that is, each item is associated
to the number of individuals who support it and the sub-agendas with the highest total support
are selected. e other is to establish an order on the agenda items, from the elements of the
agenda supported by the largest majority to those which received fewest votes and, following
such order, to accept in the collective set as many issues as it is possible without introducing an
inconsistency. ese are called respectively the maxweight sub-agenda rule and the ranked sub-
agenda rule [LPSvdT11], and the latter corresponds to the “leximin rule” in [NP11].

In order to illustrate a specific rule of the family, we give the definition and an example of
the maxweight sub-agenda rule. For any sub-agenda A0 � A, the weight of A0 with respect to P
is defined by wP .A0/ D

P
'2A0 jP' j. e maxweight sub-agenda rule is defined as follows:

Definition6.4 Maxweight sub-agenda rule. LetJ D hN;Ai be a judgment aggregation prob-
lem.MWA.P / is the set of all consistent sub-agendas maximizing wP .

So, MWA outputs all consistent subsets of the agendas that maximize wP .A0/. It is not
difficult to show, and the reader might want to try, thatMWA is majority-preserving.

Example 6.5 [LPSvdT12] Consider the same agenda and profile P of Example 6.1. Let us
first calculate the support received by each agenda item in P :

w.P / D f hp ^ r; 10i; h:.p ^ r/; 7i;

hp ^ s; 10i; h:.p ^ s/; 7i;

hq; 13i; h:q; 4i;

hp ^ q; 6i; h:.p ^ q/; 11i;

ht; 10i; h:t; 7i g



96 6. AGGREGATION RULES

If we now look at which sub-agendas maximize the total support while returning a con-
sistent collective outcome, we find that there is only one consistent sub-agenda with maxi-
mal weight, and this is A0 D fp ^ r; p ^ s; q; p ^ q; tg, with wP .A0/ D 49. us, MWA.P / D

ffp ^ r; p ^ s; q; p ^ q; tgg.

MWA is called “Prototype” in [MO09], “median rule” in [NPP11], “simple scoring rule”
in [Die13], and can be shown to be equivalent to the distance-based rule F dH ;

P
(Formula 4.1)

we discussed in Chapter 4 [LPSvdT12, Die13].

e weighted majoritarian judgment set of a profile w.P / corresponds to the definition
of “tally vector” in [NP11].⁵ e underlying principle of [NP11] is that of supermajoritarian effi-
ciency, that states that a supermajority on one proposition can be overruled only when—by doing
this—a larger supermajority on another proposition can be recovered in a consistent set. Nehring
and Pivato define and characterize the family of “support rules” as the rules based on the weighted
majoritarian judgment set. ey show that Slater-like rules (a.k.a. MCSA) are driven by counting
majorities, whereas Leximin-like ones (a.k.a. ranked sub-agenda rules) tend to preserve unanim-
ity. e Median rule (a.k.a.MWA) is located in between Slater-like rules and Leximin-like ones.

6.4 RULES BASED ON THE REMOVAL OR CHANGE OF
INDIVIDUAL JUDGMENTS

Rather than minimally changing the agenda, the third family of rules considers ways to minimally
change a profile in order to obtain a resulting majority-consistent profile. For example, Young
judgment aggregation rule (so-called for being the judgment aggregation counterpart of the Young
voting rule⁶) removes the minimum number of individuals so to obtain a majority-consistent
profile.

We will need two auxiliary notion. Given a profile P D hJi ii2N and a subset of individuals
Q � N , the restriction of P to Q is P#Q D

˝
Jj j̨2Q

, and is called a sub-profile of P . Let then
MSP.P / be the set of majority-consistent sub-profiles of P of maximal length, i.e., such that
they contain a maximal number of individuals. So, for P 0 2 MSP.P / we have that m.P 0/ is a
consistent and complete set, i.e., a judgment set. e Young judgment aggregation rule is defined
as follows:

Definition 6.6 Young judgment aggregation rule. LetJ D hN;Ai be a judgment aggregation
problem, and P 2 P :

Y.P / D
˚
m.P 0/ j P 0

2 MSP.P /
	
:

⁵Another family of methods, the Support-based Aggregation Correspondences has been recently introduced [KEM13] to guar-
antee, on the one hand, that the determination of the collective judgment sets takes into account the logical relations among
agenda’s issues and, on the other hand, the strength of support on each issue.
⁶In voting, Young rule is based on removing voters in order to obtain a Condorcet winner. Young rule outputs an alternative
that can be made a Condorcet winner by the least removal of voters.
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Rule Y is clearly majority-preserving. Let us illustrate how it works on our running exam-
ple.

Example 6.7 [LPSvdT12] Consider the same agenda and profile P of Example 6.1. e min-
imal way to reduce the profile in order to restore consistency is to remove three of the individual
judgment sets fp ^ r; p ^ s; q; p ^ q; tg. us, the following judgment set is the result of the
Young judgment aggregation rule:

Y.P / D ff:.p ^ r/;:.p ^ s/; q;:.p ^ q/; tgg :

Other rules studied in the literature are the reversed Young rule, which seeks minimal ways to
enlarge the profile by duplicating some of the individual judgment sets, and the minimal number
of atomic changes rule which looks for a minimum number of switches in the original individual
judgment sets to restore consistency [LPSvdT12]. e last rule has been inspired by Dodgson’s
voting rule that we have seen in Chapter 1, and corresponds to the Ful ld rule of [MO09], where
d is the Hamming distance.

6.5 FURTHER TOPICS
Some of the rules that we have reviewed in this chapter (most notably the Young rule) have been
defined by analogy with well-known voting rules, thus providing judgment aggregation counter-
parts to some voting rules. e formal connections between some of the rules seen in this chapter
and existing voting rules have been established in [LS13]. When studying such relations, it be-
comes clear that the consistency of the collective judgment could be interpreted as consistency
with the transitivity constraint in a preference agenda, or with the constraint stating the existence
of at least one undominated alternative. e correspondences between judgment aggregation rules
and voting rules are thus determined by requiring the collective set to be consistent with the tran-
sitivity constraint or with respect to the existence of undominated alternatives. So, for example,
the maxcard sub-agenda rule is proved to be equivalent to the Slater rule when the consistency
constraint is set to be the transitivity, and to the Copeland rule when the constraint corresponds
to the dominating alternative.

Dietrich [Die13] studied a further class of judgment aggregation rules defined by analogy
with well-known voting rules, i.e., scoring rules, like the plurality rule or Borda rule, which we
have encountered in Chapter 1. Translated into the framework of judgment aggregation, scor-
ing rules select those collective judgments that maximize the total score. Interestingly, his find-
ings reveal that several existing judgment aggregation rules (e.g., distance-based, premise and
conclusion-based) can be re-modeled as scoring rules.
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As mentioned at the beginning of the chapter, the definition and study of concrete aggre-
gation rules for judgment aggregation is a line of research in its infancy. Here we provided an
overview of recent developments by focusing on specific research papers.
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C H A P T E R 7

Deliberation
e theory of judgment aggregation presented so far has relied on voting rules, albeit of possibly
very different kinds, as its sole method of aggregation. But there exists also a more dynamic
and unstructured side of aggregation, the one of group deliberation. Before engaging in a voting
process, or even in place of it, we are used to exchange and update opinions, influence one another,
and possibly attempt to reach a consensual position. is last chapter of the book is dedicated to
bringing the phenomenon of deliberation into focus.

Chapter outline: e chapter discusses two, so far unrelated, formal perspectives on deliber-
ation. e first one, which we will deal with in Section 7.1 concerns an established model of
probabilistic opinion change [DG74, LW81]. is model has not yet been fully taken up in the
literature on judgment aggregation, and the section will make such connection explicit. e sec-
ond perspective, which we will discuss in Section 7.2, consists in a preliminary attempt [Lis11]
to a formal analysis of deliberation from a traditional judgment aggregation vantage point, con-
ceptualizing it as a process of pre-vote profile transformation. e final section will point to some
related work and, in particular, to some open research questions. e chapter is based on material
from [Jac08, Ch. 8] and [DG74, Leh76, Bra07] for the first approach, and [Lis11] for the sec-
ond one. Although not particularly technical, it presupposes some basic knowledge of probability
theory.

7.1 DELIBERATION AND OPINION POOLING
In this section we present a simple and influential model of dynamic opinion and consensus
formation within a group.emodel was developed independently in the statistics and probability
theory literature by De Groot [DG74], and in the philosophical literature by Lehrer and Wagner
[Leh76, LW81]. e basic abstractions of the model were first introduced and studied by French
[Fre56] and Harary [Har59], within the social sciences. We will present the model by recasting
it as a judgment aggregation problem.

7.1.1 PROBABILISTIC JUDGMENTS
Suppose a group of individuals needs to find out which event obtains among a set of mutually
exclusive and exhaustive events, e.g.: “it rains” or “it does not rain;” “the economy will grow” or
“the economy will stagnate” or “the economy will shrink.” And suppose each individual holds a
belief—in the form of a probability distribution—over those events. Or, similarly, suppose they
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have to allocate shares of a fixed amount of money to a set of projects, and each one of them
holds an opinion about how much to allocate to each project. Problems like these can be viewed
as instances of a special class of judgment aggregation problems.

Definition7.1 Probabilistic agendas, judgments andprofiles. A probabilistic agenda is a finite
set A � At. A probabilistic judgment is a function J W A �! Œ0; 1� s.t.X

p2A

J.p/ D 1:

Again, we will denote the set of probabilistic judgments by J . A probabilistic (judgment) profile is
a tuple P D hJi ii2N 2 J jN j of individual probabilistic judgments.

So a judgment aggregation problem J D hN;Ai, where A is a probabilistic agenda and
where judgments are taken to be probabilistic, describes a general class of collective decision-
making problems where the individuals in N need to find a collective probability distribution, or
allocation of Œ0; 1� values, over the elements of A.

7.1.2 A STOCHASTIC MODEL OF DELIBERATION
We now look at deliberation as a dynamic process of update of one’s opinions in view of the
opinions held by others.

Influence
Suppose now the individuals in the group are ready to revise their own beliefs in view of what
other members might believe. How much they care about the opinions of other group members
varies—some might be considered especially knowledgeable by somebody, and untrustworthy by
somebody else—and can be represented again in a familiar format:

Definition 7.2 Influence judgments andprofiles. LetJ D hN;Ai be a judgment aggregation
problem where A is a probabilistic agenda. An influence judgment (w.r.t. J ) is a function T W

N �! Œ0; 1� s.t.: X
i2N

T .i/ D 1:

An influence (judgment) profile is a tuple Q D
˝
T1; : : : ; TjN j

˛
of individual influence judgments.

e i th entry ofQ is, as usual, denotedQi .

Intuitively, influence judgments quantify how much one individual’s judgments may be
influenced by the judgments of the other individuals in the group, whatever the sources of such
influence are, like power, charisma, trust or respect. An influence profile could rightly be seen as
an abstract representation of social influence and power within a group. It can be conveniently
represented as a matrix (see below), or as a graph or network where individuals i; j 2 N are linked
by a directed edge ifQi .j / > 0 (see [Jac08, Ch. 8]).
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Changing opinions
Given an initial probabilistic profile P and an influence profileQ, individual iterated revision of
probabilistic judgments by influence judgments yields a stream of profiles P .0/; P .1/; : : : defined
inductively as follows: [Base] P .0/ D P ; [Step] P .nC1/ D

D
P
.nC1/
1 ; : : : ; P

.nC1/

jN j

E
where P .nC1/

i DD
P
.nC1/
i .p1/; : : : ; P

.nC1/
i .pjAj/

E
and:

P
.nC1/
i .pj / D

X
1�k�jN j

Qi .k/P
.n/

k
.pj / (7.1)

for 1 � i � jN j and 1 � j � jAj.

Formula 7.1 describes what is commonly known in statistics and probability theory as a
(linear) opinion pool [Sto61]: the next value of a variable, about which the members of the group
may disagree, is obtained by combining each current individual value of that variable—i.e., each
probabilistic judgment about that variable—weighted by a vector of values—i.e., the influence
judgments. is specific update is carried out by each individual at each step. So the stream of
probabilistic profiles is the result of distributed linear opinion pooling by each member of the
group.

Deliberation as matrix multiplication
Let us move on with two simple observations. Just like judgment profiles (Remark 2.19), proba-
bilistic profiles can be represented by matrices of type jN j � jAj, but where entries are values in
the Œ0; 1� interval rather than in the f0; 1g set:0BBB@

P1.p1/ P1.p2/ : : : P1.pjAj/

P2.p1/ P2.p2/ : : : P2.pjAj/
:::

:::
: : :

:::

PjN j.p1/ PjN j.p2/ : : : PjN j.pjAj/

1CCCA
Likewise, influence profiles can also be conveniently represented by jN j � jN j matrices like:0BBB@

Q1.1/ Q1.2/ : : : Q1.jN j/

Q2.1/ Q2.2/ : : : Q2.jN j/
:::

:::
: : :

:::

QjN j.1/ QjN j.2/ : : : QjN j.jN j/

1CCCA
where Qi .j / encodes i ’s influence judgment over j , or more simply the influence of j over i .
Notice that, intuitively, the diagonal in such matrices reports how much each individual trusts
her own beliefs.

Both the above matrices are stochastic since each cell has a non-negative value and the values
in each row add up to 1. e stream P .0/; P .1/; : : : can be viewed as the result of the iteration
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of the multiplication of the matrix of the influence profile Q and the matrix of the probabilistic
profile P , i.e.:¹

P .nC1/
D Q � P .n/ D QnC1

� P .0/ (7.2)

where QnC1 D Q � : : : �Q„ ƒ‚ …
nC 1 times

is the nC 1th power of Q. e second equality holds by the associa-

tivity of matrix multiplication. So, the nC 1th probabilistic profile is the result of multiplying the
nC 1th power of the influence matrix by the initial probabilistic profile.

Two questions arise naturally: Under what conditions does the stream of profiles generated
by Formula 7.2 converge to a limit, whereby the process of deliberation modeled by the stream
concludes reaching a precise outcome? And what kind of probabilistic profile is obtained at such
a limit, that is, what do the individuals believe in the limit?

Convergence—or whether the deliberation ends
Let us start with the first question. We say that the stream P .0/; P .1/; : : : converges if the limit
limn!1 P .n/ D limn!1Qn � P .0/ exists. Convergence can be characterized based on how sets
of individuals influence one another within the influence matrixQ. Let C � N , we say that C is:

strongly connected (w.r.t. Q) if for any two individuals i; j 2 C there exists a path i D

i0; i1; : : : ; im D j such thatQik .ikC1/ > 0 for 0 � k < m. I.e., each individual in C is con-
nected, through a directed influence path, to any other individual in that subgroup.

aperiodic (w.r.t.Q) if the greatest common divisor of the lengths of all paths i D i0; i1; : : : ; im D

j where i D j (cycles) is 1.² I.e., put roughly, the cycles of influence connecting individuals
to themselves are ‘out of phase’ and do not compare to one another.

closed (w.r.t. Q) if Ài 2 C and Àj 2 N � C s.t. Qi .j / > 0. I.e., the individuals in C are not
influenced by any individual outside C .

Using these conditions onQ, one can obtain the following characterization of convergence, which
we state without proof:³

eorem 7.3 Convergence characterization [GJ10]. Let J D hA;N i be a judgment aggrega-
tion problem with A a probabilistic agenda, and let P be a probabilistic profile and Q an influence
¹In this case we are multiplying a matrix of type jN j � jN j (a square matrix) by a matrix of type jN j � jAj. e two matrices
are therefore conformable since the number of columns of the first is equal to the number of rows of the second. It follows
that the product is a matrix of the latter type, i.e., jN j � jAj. It might be instructive to recall here how matrix multiplication
is computed. LetM andM 0 be two conformable matrices of type m� n and n� r respectively. e value of the ij -entry
in M �M 0 is given by

P
1�k�n aikbkj where aik is the ik-entry of M and bkj is the kj -entry of M 0. Applying this

formula to the multiplication Q �P .n/, the reader will notice that the result is precisely Formula 7.1: .Q �P .n//i .pj / D

P
.nC1/

i
.pj / D

P
1�k�jN jQi .k/P

.n/

k
.pj /.

²To fix intuitions, it is not the case that N is aperiodic if Q induces a bipartite graph. It is the case that C is aperiodic if at
least one individual influences her own opinion by a non-negative value, and there is therefore a cycle of length 1 within C .
³e reader is referred to [GJ10] for one.
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profile. e stream P .0/; P .1/; : : : converges if and only if for every C � N , if C is strongly connected
and closed w.r.t.Q, then C is aperiodic w.r.t.Q.

Intuitively, a necessary and sufficient condition for the convergence of the deliberative pro-
cess is that each group of individuals, wherein everybody is connected to everybody else and no-
body is influenced by anybody outside the group, is also such that all its internal cycles of influence
are ‘out of phase’.

Example 7.4 Convergence and non-convergence [Jac08] Let N D f1; 2; 3g and take some
initial probabilistic profile P . Consider the two following influence profiles:

Q D

0@ 0 1
2

1
2

1 0 0

0 1 0

1A R D

0@ 0 1
2

1
2

1 0 0

1 0 0

1A
In neitherQ norR the individuals trust their own judgments (all diagonals contain only 0-

entries). e graphs induced byQ andR are both rather sparse. InQ individual 1 is influenced by
2 and 3 (with equal weights), 2 is influenced only by 1, and 3 only by 2. e only set of individuals
which is strongly connected and closed is, in this case,N itself. We have then two cycles (modulo
permutations) within N of length two and, respectively three: 1; 2; 1 and 1; 3; 2; 1. N is therefore
aperiodic, and P �Q must therefore converge. We have in fact:

lim
n!1

Qn
� P D

0B@
2
5

2
5

1
5

2
5

2
5

1
5

2
5

2
5

1
5

1CA � P

where all individuals have the same appraisal of each other’s influence: individuals 2 and 3 are, in
everybody’s view, both twice as influent as individual 3.

e situation depicted byR is slightly different: 1 is again influenced by 2 and 3 (with equal
weights), but 2 and 3 are both influenced by 1. Also in this case N is the only strongly connected
and closed subgroup. But here we have two cycles of length two: 1; 2; 1 and 1; 3; 1. N is therefore
not aperiodic and the stream does not converge. In fact, it displays an oscillatory behavior:

R2 D

0B@ 1 0 0

0 1
2

1
2

0 1
2

1
2

1CA R3 D

0@ 1
2

1
2

0

1 0 0

1 0 0

1A R4 D

0B@ 1 0 0

0 1
2

1
2

0 1
2

1
2

1CA : : :
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Consensus—or whether an ending deliberation is successful
To answer the second question we look at the especially interesting case of when, in the limit,
the beliefs of the individuals coincide, that is, when there is unanimity on the values assigned to
every issue in the agenda. More precisely, we say that the stream P .0/; P .1/; : : : reaches a consensus
if, for i; j 2 N , limn!1 P

.n/
i D limn!1 P

.n/
j . e reaching of consensus can be characterized,

using the above properties of sets of individuals as follows:

eorem 7.5 Consensus characterization [Jac08]. Let J D hA;N i be a judgment aggregation
problem with A a probabilistic agenda. For any probabilistic profile P and influence profile Q, the
stream P .0/; P .1/; : : : reaches a consensus if and only if there exists exactly one C � N such that C is
strongly connected and closed w.r.t.Q and, in addition, C is aperiodic w.r.t.Q.

Again, we refer the reader to [Jac08, Ch. 8] for a proof of this result. To interpret the
theorem, notice that it strengthens eorem 7.3 by requiring the existence of exactly one set of
individuals enjoying the properties that guarantee convergence in the deliberation process. In-
tuitively, if strongly connected and closed groups of individuals model communities where the
patterns of influence are such that probability distributions can align (provided the groups are
aperiodic), then the existence of only one of such communities suggests that alignment will hap-
pen (if the group is aperiodic) toward one probability distribution, thereby generating consensus.
As an illustration, notice that these conditions hold for influence profileQ of Example 7.4: group
f1; 2; 3g is the only strongly connected and closed set of individuals, and it is aperiodic.

e section has sketched the fundamental ideas behind the stochastic model of opinion
change due to De Groot, Wagner and Lehrer. Much more can be said and a vast, and growing,
literature exists on more realistic extensions of the model. e reader is referred to [Jac08, Ch. 8]
for a more comprehensive treatment from the standpoint of network analysis.

7.1.3 OPINION POOLING AND JUDGMENT AGGREGATION
At the heart of the model we just presented is linear opinion pooling (Formula 7.1), whereby each
individual updates her own beliefs at each time step according to the values of the influencematrix.
Linear opinion pooling has been shown [LW81, Bra07] to be the only procedure for aggregating
probability distributions via a function f W P �! J that satisfies some suitable variants of the
independence property—if 8i 2 N : Pi .pj / D P 0

i .pj / then f .P /.pj / D f .P 0/.pj /—and of the
unanimity property⁴—if 8i 2 N : Pi .pj / D 0 then f .P /.pj / D 0.

Now consider a probabilistic agenda A but assume that judgments, although still satisfying
the constraint

P
p2A J.p/ D 1 (for p 2 A), are of the type J W A �! f0; 1g. In other words, they

treat the elements of the agenda as mutually exclusive and exhaustive propositions and therefore
assign 1 to exactly one of them. Under these constraints, the above characterization implies that
linear pooling is possible only with influence matrices containing one individual with maximal

⁴e property in question is known as zero unanimity.
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influence (i.e., 1) on everybody in the group, that is, a dictator. We can then obtain impossibility
results through a novel route, the one of pooling (cf. [Bra07]). e reader might find it instructive
to check that probabilistic agendas (Definition 7.1), under the above constraints, are actually non-
simple and path-connected agendas.

Probabilistic agendas are special cases of richer agendas that can be defined on a proba-
bility space and a set of ‘measurable’ events (a so-called �-algebra).⁵ A rich and interesting lit-
erature has addressed the issue of aggregation of probabilities in this more general setting like
[Mcc81, Wag82], obtaining limitative results analogous to the impossibility theorems of judg-
ment aggregation we have studied in this book. Formal relationships between these two types of
results have recently been object of research in, among others, [DL10a] and [Her13].

7.2 DELIBERATION AS JUDGMENT TRANSFORMATION
An impossibility result we proved in Chapter 3 (eorem 3.8) showed how, on sufficiently rich
agendas, any aggregation function satisfying some mild constraints is necessarily an oligarchy.
But among all the possible oligarchies the only acceptable one is, arguably, the one consisting
of all individuals. In other words, the theorem seems to point to the unanimity rule as the only
acceptable form of judgment aggregation. Later, inChapter 4 (Section 4.1) we have seen that if the
individuals hold somewhat ‘aligned’—although not unanimous—views, aggregation is possible
through (and uniquely through) the propositionwise majority rule.

ese results prompt the natural question: if aggregation is possible only when individuals’
disagreement is limited, are there ways to reduce individuals’ disagreement ahead of voting? After
all, the stochastic model presented in the previous section seemed to exemplify precisely a process
of disagreement reduction, albeit in a probabilistic setting: convergent deliberation can act, in
effect, as an aggregation function yielding unanimous opinions among the group members. In the
present section we discuss and formalize this view of deliberation as a process of transformation
of individual judgments. In doing so we will leave the probabilistic set up used in the previous
section, and get back to the standard theory we have worked with in the rest of the book. But
before getting to the formal details, let us briefly comment on the relation between deliberation
and voting.

7.2.1 DELIBERATION AND VOTING
Modern political theory recognizes deliberation and voting as the two preeminent collective
decision-making processes. e two are sometimes seen as opposite ways of resolving disagree-
ment: in voting, individuals remit themselves to the collective decision taken through some ap-
propriate rule, even when this does not coincide with their personal views; while in deliberation,

⁵As already noticed, in our probabilistic agendas all events are mutually exclusive and exhaustive (e.g., elementary or atomic).
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individuals seek to convince one another, thereby aligning their individual views toward a con-
sensus.⁶

On another account, voting and deliberation can be viewed as two equally important phases
in the structuring of a collective decision-making process. Deliberation typically precedes voting,
informing members of the group of the individual views of other members and of their reasons.
It therefore ‘prepares’ the individual opinions of each individual for a subsequent aggregation via
voting. And in some accounts it is claimed that this ‘preparation’ for the act of voting offers a way
of circumventing the impossibilities of aggregation.⁷

7.2.2 JUDGMENT TRANSFORMATION FUNCTIONS
We are going to study deliberation as a function transforming judgment profiles:

Definition 7.6 Transformation function. Let J D hN;Ai be a judgment aggregation prob-
lem. A transformation function forJ is a function t W P �! }.A/n. For an individual i and profile
P , t.P /i denotes the i th set in the transformed profile t .P /.

A transformation function takes as input a judgment profile and outputs a tuple of sets of
formulae.⁸ By the above definition a transformation function accepts as input any possible profile
but does not necessarily output a profile of judgment sets. Intuitively, the process modeled by a
transformation function maps the individual judgments of each individual to a new individual
opinion which is neither necessarily consistent nor necessarily complete.

Before introducing a few examples, let us state the following important observation:

Remark 7.7 Transformation as composition of aggregation It is important to observe that
a transformation function t can equivalently be viewed as a tuple hfi ii2N where each fi is an
aggregation function. Intuitively, transforming a profile can be viewed as the combined process of

⁶Cf. the following quote from [Els86]:
e core of the theory [of deliberation] […] is that rather than aggregating or filtering preferences, the political
system should be set up with a view to changing them by public debate and confrontation. e input to the social
choice mechanism would then not be the raw, quite possibly selfish or irrational, preferences […] but informed
and other-regarding preferences. Or rather, there would not be any need for an aggregation mechanism, since a
rational discussion would tend to produce unanimous preferences. [Els86, p. 112]

⁷Cf. the following quote from [DL03]:
Deliberation facilitates pursuit of several escape-routes from the impossibility results invoked by social-choice
theoretic critics of democracy […]. us social choice theory shows exactly what deliberation must accomplish
in order to render collective decision making tractable and meaningful, suggesting that democracy must in the
end have a deliberative aspect. [DL03, p. 27]

⁸Notice that, modulo the probabilistic setup, this is precisely the type of the operation of multiplication by an influence matrix
we have encountered in Section 7.1. Recall in particular Formula 7.2.
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each individual internally aggregating the initial profile—i.e., the view of each other individual—
to obtain a new set of judgments.⁹

7.2.3 EXAMPLES OF TRANSFORMATION FUNCTIONS
By way of example, let us introduce two simple instances of transformation functions. Like in the
case of aggregation functions, we will refer to instances of transformation functions as transfor-
mation rules.

Deference to majority:

t.P /i D fmaj .P / (7.3)

for all i 2 N , where fmaj .P / is the propositionwise majority function. I.e., as result of the
transformation, each individual assumes as individual judgment set the collective set that
would be obtained by applying the majority rule.

Opinion leader:

t .P / D
˝
Po.i/

˛
i2N

(7.4)

where o W N �! N is a function assigning to each individual an opinion leader whose judg-
ment set the individual assumes in the transformed profile.¹⁰ I.e., each individual changes
her judgment set into the judgment set of some individual (possibly herself¹¹).

ese are two very simple forms of judgment transformation modeling some trivial forms of
deliberation: in the case of deference to majority the deliberation can be seen merely as a process
of declaration of vote intentions whereby the majority position is unanimously internalized by
each individual; in the opinion leader case deliberation consists in blindly following the vote
intention of a selected individual.

Othermore complex transformation rules can clearly be defined,¹² but in this sectionwewill
concern ourselves primarily with providing a first charting of the boundaries between possible and
impossible transformation rules. In doing this we provide yet another application of the axiomatic
method we first introduced in Chapter 3.

7.3 LIMITS OF JUDGMENT TRANSFORMATION
e section presents a simple impossibility result concerning the transformation of judgment pro-
files. e impossibility will be obtained from known impossibility results for aggregation func-
tions.
⁹Notice how this is not dissimilar from each individual carrying out a linear opinion pool in the stochastic model described in
the previous section.

¹⁰Alternatively, one can see o as an influence matrix with values ranging in f0; 1g.
¹¹e identity function is the special opinion leader rule where each individual assumes herself as opinion leader.
¹²e reader is encouraged to consult [Lis11].
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7.3.1 CONDITIONS ON TRANSFORMATION FUNCTIONS
e conditions echo some of the mapping conditions for aggregation functions we studied in
Chapter 2.

Definition 7.8 Conditions on transformation functions. Let J D hN;Ai be a judgment ag-
gregation problem. A transformation function t for J is:

Rational (RAT0) iff 8i 2 N; t.P /i is consistent and complete.
I.e., the codomain of t is the set of profiles of judgment sets over J .

Unanimous (U0) iff 8P 2 P ;8' 2 A W  8i 2 N;Pi ˆ '  8i 2 N; ' 2 t .P /i .
I.e., if all individuals agree on a formula of the agenda, then the transformation preserves
the agreement on that formula.

Responsive (RES0) iff 8i 2 N; 9P;P 0 2 P W P D�i P
0; Pi ¤ P 0

i  t .P /i ¤ t.P 0/i .
I.e., for any individual there are always at least two profiles, which are identical except for
that individual’s judgment set, such that the judgment set of that individual remains differ-
ent also in the two transformed profiles.

Independent (IND0) iff 8' 2 A;8P;P 0 2 P :  Œ8i 2 N W Pi ˆ '  P 0
i ˆ '�  Œ8i 2

N W ' 2 t .P /i  ' 2 t .P 0/i �.
I.e., if all individuals in two different profiles agree on the acceptance or rejection pattern
of a formula, each individual’s judgment set in the transformed profiles also does.

Systematic (SYS0) iff 8'; 2 A;8P;P 0 2 P :  Œ8i 2 N W Pi ˆ '  P 0
i ˆ  �  Œ8i 2

N W ' 2 t .P /i   2 t .P 0/i �.
I.e., if all individuals in two different profiles agree on the acceptance or rejection pattern of
two formulae (' is accepted iff  is accepted), each individual’s judgment set in the trans-
formed profiles also does.

e conditions express constraints on how deliberation is supposed to modify judgment sets:
RAT0 imposes that judgment profiles are transformed into judgment profiles, that is, individuals
remain ‘rational’ across the transformation; U0 imposes that an existing unanimity be preserved by
the transformation; RES0 imposes that individual do not always change their judgments; IND0

imposes that each issue be deliberated upon independently of any other; finally, SYS0 imposes that
issues that are treated equivalently by the individuals in two profiles, will be treated equivalently
also in the transformed profiles.

Some of these may be considered fairly uncontroversial constraints, like RAT0, U0 and
RES0. Others might appear rather more stringent from the point of view of a deliberative setting,
like IND0 and SYS0. Still, they may be viewed as some forms of guarantee that issues are treated
in the same way across different deliberations. Whether constraints of this type are sensible for
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the modeling of specific pre-vote deliberation processes is a question we will not delve into here,¹³
and we rather aim now to illustrate how they can be used to explore the space of possible judgment
transformation functions.

7.3.2 AN IMPOSSIBILITY RESULT
Given the above conditions on transformation functions we can obtain simple impossibility results
like the following:

eorem 7.9 [Lis11]. Let J D hN;Ai be a judgment aggregation problem such that A satisfies
NS and EN, and let t be a transformation function: t satisfies, RAT0, U0, RES0 and SYS0 iff t is the
identity function.

Proof. Recall first of all Remark 7.7: t D hfi ii2N . ( If t is the identity function, each fi is a
dictatorship by individual i . As a consequence, t clearly satisfies U0, RES0 and SYS0. ) From
the assumptions of RAT0, U0 and SYS0 we conclude that each fi satisfies RAT, U and SYS. By
eorem 3.7, we then obtain that each fi is a dictatorship by some individual. Take one fi and
suppose, toward a contradiction that such dictator is an individual j ¤ i . But this contradicts
RES0, as no two profiles P and P 0 such that P Di P

0 would then generate profiles that differ
in the i th judgment set. It follows that each fi is the dictatorship of i . Hence t is the identity
function. �

e theorem is therefore a fairly direct consequence of eorem 3.7. In general similar
results can be obtained for transformation functions based on corresponding impossibility results
for aggregation functions. For example, recalling the impossibility results listed in Section 3.4.1,
a similar result can be obtained by weakening SYS0 to IND0 and strengthening non-simplicity to
path-connectedness.

Intuitively, the theorem sets some precise boundaries about what kind of deliberative
processes—intended as transformations of individual views—can reasonably be expected. How-
ever, unlike in the case of the aggregation of judgments, conditions like independence and sys-
tematicity can be more easily criticized. In aggregation, independence and systematicity guaran-
tee the non-manipulability of the aggregation process (recall Chapter 5), but it is unclear whether
non-manipulability is as strong a desideratum from the point of view of a theory of deliberation.
A manipulation can, after all, be interpreted as genuine opinion change, and opinion change is
precisely what deliberation aims at.

For these reasons, [Lis11] theorizes the possibility of non-independent transformation
rules satisfying the property of generating majority-consistent profiles—i.e., profiles that can be
consistently aggregated through the propositionwise majority rule.¹⁴ e property is referred to
as cohesion generation.
¹³e reader is referred to [Lis11] for some further comments on this issue.
¹⁴A typical example are profiles that are unidimensionally aligned (Section 4.1).
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7.4 FURTHER TOPICS AND OPEN ISSUES
Deliberation is a much less clear-cut phenomenon than voting, and a formal approach to it, in
particular from the point of view of aggregation, is still in its infancy. Deliberation remains an
understudied topic in the field of (judgment as well as preference) aggregation. e judgment
transformation perspective offers one angle to tackle it formally, but by no means an exhaustive
one. Relations between this approach and the ones based on opinion pooling, or others we have
not dealt with here (e.g., based on the process of best response dynamics [BCMP13]), are still to be
fully understood. Key issues remain open about the exact nature of the deliberative process (what is
it the individuals deliberate about?¹⁵), the incentives that should motivate individuals in changing
their opinions leading to a vote (why should an individual modify her individual judgment set?)
and strategic considerations that would naturally ensue (why and how can individuals influence
one another during deliberation?). Preliminary work toward an answer to the first question is
presented in [DL13b], where a model of how rational choice depends on reasons for preferences
is introduced. e latter two questions have begun to be addressed by works in game theory, such
as [GR01, HL07], which have focused on the strategic issues involved in persuading one another
during deliberation, and the informational gain that this involves for the group.

¹⁵For a first interesting attempt to providing an answer to this question see [DL13b].
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