5.1 Introduction

In this chapter, we describe advanced data structures and algorithmic techniques, mostly focusing our attention to two important problems: set union and persistence. We first describe set union data structures. Their discovery required a new set of techniques and tools that have proved useful in other areas as well. We survey algorithms and data structures for set union problems, and attempt to provide a unifying theoretical framework for this growing body of algorithmic tools. Persistent data structures maintain information about their past states and find uses in a diverse spectrum of applications. The body of work relating to persistent data structures brings together quite a surprising cocktail of techniques, from real-time computation to techniques from functional programming.
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Set Union Data Structures

The set union problem consists of maintaining a collection of disjoint sets under an intermixed sequence of the following two kinds of operations:

- \textit{union}(A, B): Combine the two sets A and B into a new set named A.
- \textit{find}(x): Return the name of the set containing element x.

The operations are presented on line, namely each operation must be processed before the next one is known. Initially, the collection consists of \( n \) singleton sets \{1\}, \{2\}, \ldots, \{n\}, and the name of set \{i\} is \( i \), \( 1 \leq i \leq n \). Figure 5.1 illustrates an example of set union operations.

**FIGURE 5.1** Examples of set union operations. (a) The initial collection of disjoint sets. (b) The disjoint sets of (a) after performing \textit{union}(1, 3) and \textit{union}(5, 2). (c) The disjoint sets of (b) after performing \textit{union}(1, 7) followed by \textit{union}(4, 1). (d) The disjoint sets of (c) after performing \textit{union}(4, 5).

The set union problem has been widely studied, and finds application in a wide range of areas, including Fortran compilers [10, 38], property grammars [78, 79], computational geometry [49, 67, 68], finite state machines [4, 44], string algorithms [5, 48], logic programming and theorem proving [7, 8, 47, 95], and several combinatorial problems such as finding minimum spanning trees [4, 53], solving dynamic edge- and vertex-connectivity problems [98], computing least common ancestors in trees [3], solving off–line minimum problems [34, 45], finding dominators in graphs [83], and checking flow graph reducibility [82].

Several variants of set union have been introduced, in which the possibility of backtracking over the sequences of unions was taken into account [9, 39, 59, 63, 97]. This was motivated by problems arising in logic programming interpreter memory management [40, 60, 61, 96].

Persistent Data Structures

Data structures that one encounters in traditional algorithmic settings are \textit{ephemeral}, i.e., if the data structure is updated then the previous state of the data structure is lost. A \textit{persistent} data structure, on the other hand, preserves old versions of the data structure. Several kinds of persistence can be distinguished based upon what kind of access is allowed to old versions of the data structure. Accesses to a data structure can be of two kinds: \textit{updates}, which change the information content of the data structure, and \textit{queries}, which do not. For the sake of ease of presentation, we will assume that queries do not even change the internal representation of the data, i.e., read-only access to a data structure suffices to answer a query.

In the persistent setting we would like to maintain multiple \textit{versions} of data structures. In addition to the arguments taken by its ephemeral counterparts, a persistent query or update operation takes as
an argument the version of the data structure to which the query or update refers. A persistent update also returns a handle to the new version created by the update. We distinguish between three kinds of persistence:

- A **partially persistent data structure** allows updates only to the latest version of the data structure. All versions of the data structure may be queried, however. Clearly, the versions of a partially persistent data structure exhibit a linear ordering as shown in Fig. 5.2(a).
- A **fully persistent data structure** allows all existing versions of the data structure to be queried or updated. However, an update may operate only on a single version at a time—for instance combining two or more old versions of the data structure to form a new one is not allowed. The versions of a fully persistent data structure form a tree, as shown in Fig. 5.2(b).
- A **purely functional language** is one that does not allow any destructive operation—one that overwrites data—such as the assignment operation. Purely functional languages are side-effect-free, i.e., invoking a function has no effect other than computing the value returned by the function. In particular, an update operation to a data structure implemented in a purely functional language returns a new data structure containing the updated values, while leaving the original data structure unchanged. Data structures implemented in purely functional languages are therefore persistent in the strongest possible sense, as they allow unrestricted access for both reading and updating all versions of the data structure.

An example of a purely functional language is pure LISP [64]. Side-effect-free code can also be written in functional languages such as ML [70], most existing variants of LISP (e.g., Common LISP [80]) or Haskell [46], by eschewing the destructive operations supported by these languages.

![FIGURE 5.2](https://example.com/5.2.png)

**FIGURE 5.2** Structure of versions for (a) partial and (b) full persistence.

This section aims to cover a selection of the major results relating to the above forms of persistence. The body of work contains both ad hoc techniques for creating persistent data structures for particular problems, as well as general techniques to make ephemeral data structures persistent. Indeed, early work on persistence [17, 20, 30] focused almost exclusively on the former. Sarnak [75] and Driscoll et al. [28] were the first to offer very efficient general techniques for partial and full persistence. These and related results will form the bulk of the material in this chapter dealing with partial and full persistence. However, the prospect of obtaining still greater efficiency led to the further development of some ad hoc persistent
data structures [25, 26, 41]. The results on functional data structures will largely focus on implementations of individual data structures.

There has also been some research into data structures that support *backtrack* or *rollback* operations, whereby the data structure can be reset to some previous state. We do not cover these operations in this section, but we note that fully persistent data structures support backtracking (although sometimes not as efficiently as data structures designed especially for backtracking). Data structures with backtracking for the union–find problem are covered in Section 5.4.

Persistent data structures have numerous applications, including text, program and file editing and maintenance, computational geometry, tree pattern matching and inheritance in object-oriented programming languages. One elegant application of partially persistent search trees to the classical geometric problem of *planar point location* was given by Sarnak and Tarjan [76]. Suppose the Euclidean plane is divided into polygons by a collection of \( n \) line segments that intersect only at their endpoints (see Fig. 5.3), and we want to preprocess the collection of line segments so that, given a query point \( p \), we can efficiently determine the polygon to which \( p \) belongs. Sarnak and Tarjan achieve this by combining the well-known *plane sweep* technique with a persistent data structure.

**FIGURE 5.3** A planar subdivision.

Imagine moving an infinite vertical line (called the *sweep line*) from left to right across the plane, beginning at the leftmost endpoint of any line segment. As the sweep line moves, we maintain the line segments currently intersecting the sweep line in a balanced binary search tree, in order of their point of intersection with the sweep line (i.e., of two line segments, the one that intersects the sweep line at a higher location is considered smaller). Figure 5.4 shows the evolution of the search tree as the sweep line continues its progress from left to right. Note that the plane is divided into vertical *slabs*, within which the search tree does not change.

Given a query point \( p \), we first locate the slab in which the \( x \)-coordinate of \( p \) lies. If we could remember what our search tree looked like while the sweep line was in this slab, we could query the search tree using the \( y \)-coordinate of \( p \) to find the two segments immediately above and below \( p \) in this slab; these line segments uniquely determine the polygon in which \( p \) lies. However, if we maintained the line segments in a partially persistent search tree as the sweep line moves from left to right, all incarnations of the search tree during this process are available for queries.

Sarnak and Tarjan show that it is possible to perform the preprocessing (which merely consists of building up the persistent tree) in \( O(n \log n) \) time. The data structure uses \( O(n) \) space and can be queried in \( O(\log n) \) time, giving a simple optimal solution to the planar point location problem.
Models of Computation

Different models of computation have been developed for analyzing data structures. One model of computation is the random access machine, whose memory consists of an unbounded sequence of registers, each of which is capable of holding an integer. In this model, arithmetic operations are allowed to compute the address of a memory register. Usually, it is assumed that the size of a register is bounded by $O(\log n)$ bits, where $n$ is the input problem size. A more formal definition of random access machines can be found in [4]. Another model of computation, known as the cell probe model of computation, was introduced by Yao [99]. In the cell probe, the cost of a computation is measured by the total number of memory accesses to a random access memory with $\lceil \log n \rceil$ bits cell size. All other computations are not accounted for and are considered to be free. Note that the cell probe model is more general than a random access machine, and thus, is more suitable for proving lower bounds. A third model of computation is the pointer machine [13, 54, 55, 77, 85]. Its storage consists of an unbounded collection of registers (or records) connected by pointers. Each register can contain an arbitrary amount of additional information but no arithmetic is allowed to compute the address of a register. The only possibility to access a register is by following pointers. This is the main difference between random access machines and pointer machines. Throughout this chapter, we use the terms random-access algorithms, cell-probe algorithms, and pointer-based algorithms to refer to algorithms respectively for random access machines, the cell probe model, and pointer machines.

Among pointer-based algorithms, two different classes were defined specifically for set union problems: separable pointer algorithms [85] and nonseparable pointer algorithms [69].

Separable pointer algorithms run on a pointer machine and satisfy the separability assumption as defined in [85] (see below). A separable pointer algorithm makes use of a linked data structure, namely a collection of records and pointers that can be thought of as a directed graph: each record is represented by a node and each pointer is represented by an edge in the graph. The algorithm solves the set union problem according to the following rules [14, 85]:

(i) The operations must be performed on line, i.e., each operation must be executed before the next one is known.
(ii) Each element of each set is a node of the data structure. There can be also additional (working) nodes.

---

1 Throughout this chapter all logarithms are assumed to be to the base 2, unless explicitly otherwise specified.
(iii) **Separability.** After each operation, the data structure can be partitioned into disjoint subgraphs such that each subgraph corresponds to exactly one current set. The name of the set occurs in exactly one node in the subgraph. No edge leads from one subgraph to another.

(iv) To perform find$(x)$, the algorithm obtains the node $v$ corresponding to element $x$ and follows paths starting from $v$ until it reaches the node which contains the name of the corresponding set.

(v) During any operation the algorithm may insert or delete any number of edges. The only restriction is that rule (iii) must hold after each operation.

The class of *nonseparable pointer algorithms* [69] does not require the separability assumption. The only requirement is that the number of edges leaving each node must be bounded by some constant $c > 0$. More formally, rule (iii) above is replaced by the following rule, while the other four rules are left unchanged:

(iii) There exists a constant $c > 0$ such that there are at most $c$ edges leaving a node.

As we will see later on, often separable and nonseparable pointer-based algorithms admit quite different upper and lower bounds for the same problems.

### 5.2 The Set Union Problem

As defined in the previous section, the *set union problem* consists of performing a sequence of union and find operations, starting from a collection of $n$ singleton sets $\{1\}, \{2\}, \ldots, \{n\}$. The initial name of set $\{i\}$ is $i$. As there are at most $n$ items to be united, the number of unions in any sequence of operations is bounded above by $(n - 1)$. There are two invariants which hold at any time for the set union problem: first, the sets are always disjoint and define a partition of $\{1, 2, \ldots, n\}$; second, the name of each set corresponds to one of the items contained in the set itself. Both invariants are trivial consequences of the definition of union and find operations.

A different version of this problem considers the following operation in place of unions:

$\text{unite}(A,B)$: Combine the two sets $A$ and $B$ into a new set, whose name is either $A$ or $B$.

The only difference between union and unite is that unite allows the name of the new set to be arbitrarily chosen (e.g., at run time by the algorithm). This is not a significant restriction in many applications, where one is mostly concerned with testing whether two elements belong to the same set, no matter what the name of the set can be. However, some extensions of the set union problem have quite different time bounds depending on whether unions or unites are considered. In the following, we will deal with unions unless explicitly specified otherwise.

#### Amortized Time Complexity

In this section we describe algorithms for the set union problem [84, 89] giving the optimal amortized time complexity per operation. We only mention here that the amortized time is the running time per operation averaged over a worst-case sequence of operations, and refer the interested reader to [88] for a more detailed definition of amortized complexity. For the sake of completeness, we first survey some of the basic algorithms that have been proposed in the literature [4, 31, 38]. These are: the *quick-find*, the *weighted quick-find*, the *quick-union*, and the *weighted quick-union* algorithms. The quick-find algorithm performs find operations quickly, while the quick-union algorithm performs union operations quickly. Their weighted counterparts speed these computations up by introducing some weighting rules during union operations.

Most of these algorithms represent sets as rooted trees, following a technique introduced first by Galler and Fischer [38]. There is a tree for each disjoint set, and nodes of a tree correspond to elements of the
corresponding set. The name of the set is stored in the tree root. Each tree node has a pointer to its parent: in the following, we refer to \( p(x) \) as the parent of node \( x \).

The quick-find algorithm can be described as follows. Each set is represented by a tree of height 1. Elements of the set are the leaves of the tree. The root of the tree is a special node which contains the name of the set. Initially, singleton set \( \{i\}, 1 \leq i \leq n \), is represented by a tree of height 1 composed of one leaf and one root. To perform a union \((A, B)\), all the leaves of the tree corresponding to \( B \) are made children of the root of the tree corresponding to \( A \). The old root of \( B \) is deleted. This maintains the invariant that each tree is of height 1 and can be performed in \( O(|B|) \) time, where \( |B| \) denotes the total number of elements in set \( B \). Since a set can have as many as \( O(n) \) elements, this gives an \( O(n) \) time complexity in the worst case for each union. To perform a find \((x)\), return the name stored in the parent of \( x \). Since all trees are maintained of height 1, the parent of \( x \) is a tree root. Consequently a find requires \( O(1) \) time.

A more efficient variant attributed to McIlroy and Morris (see [4]) and known as weighted quick-find uses the freedom implicit in each union operation according to the following weighting rule.

**Union by size:** Make the children of the root of the smaller tree point to the root of the larger, arbitrarily breaking a tie. This requires that the size of each tree is maintained throughout any sequence of operations.

Although this rule does not improve the worst-case time complexity of each operation, it improves to \( O(\log n) \) the amortized bound of a union (see, e.g., [4]).

The quick-union algorithm [38] can be described as follows. Again, each set is represented by a tree. However, there are two main differences with the data structure used by the quick-find algorithm. The first is that now the height of a tree can be greater than 1. The second is that each node of each tree corresponds to an element of a set and therefore there is no need for special nodes. Once again, the root of each tree contains the name of the corresponding set. A union \((A, B)\) is performed by making the tree root of set \( B \) child of the tree root of set \( A \). A find \((x)\) is performed by starting from the node \( x \) and by following the pointer to the parent until the tree root is reached. The name of the set stored in the tree root is then returned. As a result, the quick-union algorithm is able to support each union in \( O(1) \) time and each find in \( O(n) \) time.

This time bound can be improved by using the freedom implicit in each union operation, according to one of the following two union rules. This gives rise to two weighted quick-union algorithms.

**Union by size:** Make the root of the smaller tree point to the root of the larger, arbitrarily breaking a tie. This requires maintaining the number of descendants for each node, in the following referred to as the size of a node, throughout all the sequence of operations.

**Union by rank:** [89] Make the root of the shallower tree point to the root of the other, arbitrarily breaking a tie. This requires maintaining the height of the subtree rooted at each node, in the following referred to as the rank of a node, throughout all the sequences of operations.

After a union \((A, B)\), the name of the new tree root is set to \( A \). It can be easily proved (see, e.g., [89]) that the height of the trees achieved with either the “union by size” or the “union by rank” rule is never more than \( \log n \). Thus, with either rule each union can be performed in \( O(1) \) time and each find in \( O(\log n) \) time.

A better amortized bound can be obtained if one of the following compaction rules is applied to the path examined during a find operation (see Fig. 5.5).

**Path compression** [45]: Make every encountered node point to the tree root.

**Path splitting** [93, 94]: Make every encountered node (except the last and the next to last) point to its grandparent.

**Path halving** [93, 94]: Make every other encountered node (except the last and the next to last) point to its grandparent.
Combining the two choices of a union rule and the three choices of a compaction rule, six possible algorithms are obtained. As shown in [89] they all have an $O(\alpha(m + n, n))$ amortized time complexity, where $\alpha$ is a very slowly growing function, a functional inverse of Ackermann’s function [1].

**THEOREM 5.1** [89] The algorithms with either linking by size or linking by rank and either compression, splitting or halving run in $O(n + m\alpha(m + n, n))$ time on a sequence of at most $(n - 1)$ unions and $m$ finds.

No better amortized bound is possible for separable and nonseparable pointer algorithms or in the cell probe model of computation [32, 56, 89].

**THEOREM 5.2** [32, 56, 89] Any pointer-based or cell-probe algorithm requires $\Omega(n + m\alpha(m + n, n))$ worst-case time for processing a sequence of $(n - 1)$ unions and $m$ finds.

### Single-Operation Worst-Case Time Complexity

The algorithms that use any union and any compaction rule have still single-operation worst-case time complexity $O(\log n)$ [89], since the trees created by any of the union rules can have height as large as $O(\log n)$. Blum [14] proposed a data structure for the set union problem that supports each union and find in $O(\log n/\log \log n)$ time in the worst case, and showed that this is the actual lower bound for separable pointer-based algorithms.

The data structure used to establish the upper bound is called $k$–UF tree. For any $k \geq 2$, a $k$–UF tree is a rooted tree such that: (i) the root has at least two children; (ii) each internal node has at least $k$ children; and (iii) all the leaves are at the same level. As a consequence of this definition, the height of a $k$–UF tree
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with \( n \) leaves is at most \( \lceil \log_k n \rceil \). We refer to the root of a \( k-\text{UF} \) tree as \textit{fat} if it has more than \( k \) children, and as \textit{slim} otherwise. A \( k-\text{UF} \) tree is said to be \textit{fat} if its root is fat, otherwise it is referred to as \textit{slim}.

Disjoint sets can be represented by \( k-\text{UF} \) trees as follows. The elements of the set are stored in the leaves and the name of the set is stored in the root. Furthermore, the root also contains the height of the tree and a bit specifying whether it is fat or slim. A \textit{find}(x) is performed as described in the previous section by starting from the leaf containing \( x \) and returning the name stored in the root. This can be accomplished in \( O(\log_k n) \) worst-case time. A union\((A, B)\) is performed by first accessing the roots \( r_A \) and \( r_B \) of the corresponding \( k-\text{UF} \) trees \( T_A \) and \( T_B \). Blum assumed that his algorithm obtained in constant time \( r_A \) and \( r_B \) before performing a union\((A, B)\). If this is not the case, \( r_A \) and \( r_B \) can be obtained by means of two finds (i.e., \textit{find}(A) and \textit{find}(B)), due to the property that the name of each set corresponds to one of the items contained in the set itself. We now show how to unite the two \( k-\text{UF} \) trees \( T_A \) and \( T_B \).

Assume without loss of generality that \( \text{height}(T_B) \leq \text{height}(T_A) \). Let \( v \) be the node on the path from the leftmost leaf of \( T_A \) to \( r_A \) with the same height as \( T_B \). Clearly, \( v \) can be located by following the leftmost path starting from the root \( r_A \) for exactly \( \text{height}(T_A) - \text{height}(T_B) \) steps. When merging \( T_A \) and \( T_B \), only three cases are possible, which give rise to three different types of unions.

\textbf{Type 1:} Root \( r_B \) is fat (i.e., has more than \( k \) children) and \( v \) is not the root of \( T_A \). Then \( r_B \) is made a sibling of \( v \).

\textbf{Type 2:} Root \( r_B \) is fat and \( v \) is fat and equal to \( r_A \) (the root of \( T_A \)). A new (slim) root \( r \) is created and both \( r_A \) and \( r_B \) are made children of \( r \).

\textbf{Type 3:} This deals with the remaining cases, i.e., either root \( r_B \) is slim or \( v = r_A \) is slim. If root \( r_B \) is slim, then all the children of \( r_B \) are made the rightmost children of \( v \), and \( r_B \) is deleted. Otherwise, all the children of the slim node \( v = r_A \) are made the rightmost children of \( r_B \), and \( r_A \) is deleted.

\textbf{THEOREM 5.3} [14] \( k-\text{UF} \) trees can support each union and find in \( O(\log n / \log \log n) \) time in the worst case. Their space complexity is \( O(n) \).

\textbf{PROOF} Each find can be performed in \( O(\log_k n) \) time. Each union\((A, B)\) can require at most \( O(\log_k n) \) time to locate the nodes \( r_A, r_B \) and \( v \) as defined above. Both type 1 and type 2 unions can be performed in constant time, while type 3 unions require at most \( O(k) \) time, due to the definition of a slim root. Choosing \( k = \lceil \log n / \log \log n \rceil \) yields the claimed time bound. The space complexity derives from the fact that a \( k-\text{UF} \) tree with \( \ell \) leaves has at most \((2\ell - 1)\) nodes. Thus, the forest of \( k-\text{UF} \) trees requires at most a total of \( O(n) \) space to store all the disjoint sets.

Blum showed also that this bound is tight for the class of separable pointer algorithms, while Fredman and Saks [32] showed that the same lower bound holds in the cell probe model of computation.

\textbf{THEOREM 5.4} [14, 32] Every separable pointer or cell-probe algorithm for the disjoint set union problem has single-operation worst-case time complexity at least \( \Omega(\log n / \log \log n) \).

\textbf{Special Linear Cases}

The six algorithms using either union rule and either compaction rule as described in “Amortized Time Complexity” run in \( O(n + m\alpha(m, n)) \) time on a sequence of at most \((n - 1)\) union and \( m \) find operations. As stated in Theorem 5.2, no better amortized bound is possible for either pointer-based algorithms or in the cell probe model of computation. This does not exclude, however, that a better bound is possible for a special case of set union. Gabow and Tarjan [34] indeed proposed a random-access algorithm that
runs in linear time in the special case where the structure of the union operations is known in advance. Interestingly, Tarjan’s lower bound for separable pointer algorithms applies also to this special case, and thus, the power of a random access machine seems necessary to achieve a linear-time algorithm. This result is of theoretical interest as well as being significant in many applications, such as scheduling problems, the off-line minimum problem, finding maximum matching on graphs, VLSI channel routing, finding nearest common ancestors in trees, and flow graph reducibility [34].

The problem can be formalized as follows. We are given a tree $T$ containing $n$ nodes which correspond to the initial $n$ singleton sets. Denoting by $p(v)$ the parent of the node $v$ in $T$, we have to perform a sequence of union and find operations such that each union can be only of the form union$(p(v), v)$. For such a reason, $T$ is called the static union tree and the problem will be referred to as the static tree set union. Also the case in which the union tree can dynamically grow by means of new node insertions (referred to as incremental tree set union) can be solved in linear time.

**THEOREM 5.5** [34] If the knowledge about the union tree is available in advance, each union and find operation can be supported in $O(1)$ amortized time. The total space required is $O(n)$.

The same algorithm given for the static tree set union can be extended to the incremental tree set union problem. For this problem, the union tree is not known in advance but is allowed to grow only one node at the time during the sequence of union and find operations. This has application in several algorithms for finding maximum matching in general graphs.

**THEOREM 5.6** [34] The algorithm for incremental tree set union runs in a total of $O(m + n)$ time and requires $O(n)$ preprocessing time and space.

Loebl and Nešetřil [58] presented a linear-time algorithm for another special case of the set union problem. They considered sequences of unions and finds with a constraint on the subsequence of finds. Namely, the finds are listed in a postorder fashion, where a postorder is a linear ordering of the leaves induced by a drawing of the tree in the plane. In this framework, they proved that such sequences of union and find operations can be performed in linear time, thus, getting $O(1)$ amortized time per operation. A preliminary version of these results was reported in [58].

### 5.3 The Set Union Problem on Intervals

In this section, we describe efficient solutions to the set union problem on intervals, which can be defined as follows. Informally, we would like to maintain a partition of a list $\{1, 2, \ldots, n\}$ in adjacent intervals. A union operation joins two adjacent intervals, a find returns the name of the interval containing $x$ and a split divides the interval containing $x$ (at $x$ itself). More formally, at any time we maintain a collection of disjoint sets $A_i$ with the following properties. The $A_i$’s, $1 \leq i \leq k$, are disjoint sets whose members are ordered by the relation $\leq$, and such that $\bigcup_{i=1}^{k} A_i = \{1, 2, \ldots, n\}$. Furthermore, every item in $A_i$ is less than or equal to all the items in $A_{i+1}$, for $i = 1, 2, \ldots, n - 1$. In other words, the intervals $A_i$ partition the interval $[1, n]$. Set $A_i$ is said to be adjacent to sets $A_{i-1}$ and $A_{i+1}$. The set union problem on intervals consists of performing a sequence of the following three operations:

- $\text{union}(S_1, S_2, S)$: Given the adjacent sets $S_1$ and $S_2$, combine them into a new set $S = S_1 \cup S_2$;
- $\text{find}(x)$: Given the item $x$, return the name of the set containing $x$;
- $\text{split}(S, S_1, S_2, x)$: Partition $S$ into two sets $S_1 = \{a \in S | a < x\}$ and $S_2 = \{a \in S | a \geq x\}$.

Adopting the same terminology used in [69], we will refer to the set union problem on intervals as the interval union-split-find problem. After discussing this problem, we consider two special cases:
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the interval union-find problem and the interval split-find problem, where only union-find and split-find operations are allowed, respectively. The interval union-find problem and its subproblems have applications in a wide range of areas, including problems in computational geometry such as dynamic segment intersection [49, 67, 68], shortest paths problems [6, 66], and the longest common subsequence problem [5, 48].

Interval Union-Split-Find

In this section we will describe optimal separable and nonseparable pointer algorithms for the interval union-split-find problem. The best separable algorithm for this problem runs in $O(\log n)$ worst-case time for each operation, while nonseparable pointer algorithms require only $O(\log \log n)$ worst-case time for each operation. In both cases, no better bound is possible.

The upper bound for separable pointer algorithms can be easily obtained by means of balanced trees [4, 21], while the lower bound was proved by Mehlhorn et al. [69].

**THEOREM 5.7** [69] For any separable pointer algorithm, both the worst-case per operation time complexity of the interval split-find problem and the amortized time complexity of the interval union-split-find problem are $\Omega(\log n)$.

Turning to nonseparable pointer algorithms, the upper bound can be found in [52, 68, 91, 92]. In particular, van Emde Boas et al. [92] introduced a priority queue which supports among other operations insert, delete, and successor on a set with elements belonging to a fixed universe $S = \{1, 2, \ldots, n\}$. The time required by each of those operation is $O(\log \log n)$. Originally, the space was $O(n \log \log n)$ but later it was improved to $O(n)$. It is easy to show (see also [69]) that the above operations correspond respectively to union, split, and find, and therefore the following theorem holds.

**THEOREM 5.8** [91] Each union, find and split can be supported in $O(\log \log n)$ worst-case time. The space required is $O(n)$.

We observe that the algorithm based on van Emde Boas’ priority queue is inherently nonseparable. Mehlhorn et al. [69] proved that this is indeed the best possible bound that can be achieved by a nonseparable pointer algorithm:

**THEOREM 5.9** [69] For any nonseparable pointer algorithm, both the worst-case per operation time complexity of the interval split-find problem and the amortized time complexity of the interval union-split-find problem are $\Omega(\log \log n)$.

Notice that Theorems 5.7 and 5.8 imply that for the interval union-split-find problem the separability assumption causes an exponential loss of efficiency.

Interval Union-Find

The interval union-find problem can be seen from two different perspectives: indeed it is a special case of the union-split-find problem, when no split operations are performed, and it is a restriction of the set union problem described in Section 5.2, where only adjacent intervals are allowed to be joined. Consequently, the $O(\alpha(m + n, n))$ amortized bound given in Theorem 5.1 and the $O(\log n / \log \log n)$ single-operation worst-case bound given in Theorem 5.3 trivially extend to interval union–find. Tarjan’s proof of the $\Omega(\alpha(m+n, n))$ amortized lower bound for separable pointer algorithms also holds for the interval union–
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find problem, while Blum and Rochow [15] have adapted Blum’s original lower bound proof for separable pointer algorithms to interval union–find. Thus, the best bounds for separable pointer algorithms are achieved by employing the more general set union algorithms. On the other side, the interval union–find problem can be solved in $O(\log \log n)$ time per operation with the nonseparable algorithm of van Emde Boas [91], while Gabow and Tarjan used the data structure described in “Special Linear Cases” to obtain an $O(1)$ amortized time for interval union–find on a random access machine.

Interval Split–Find

According to Theorems 5.7, 5.8, and 5.9, the two algorithms given for the more general interval union-split-find problem, are still optimal for the single-operation worst-case time complexity of the interval split–find problem. As a result, each split and find operation can be supported in $\Theta(\log n)$ and in $\Theta(\log \log n)$ time, respectively, in the separable and nonseparable pointer machine model.

As shown by Hopcroft and Ullman [45], the amortized complexity of this problem can be reduced to $O(\log^* n)$, where $\log^* n$ is the iterated logarithm function. Their algorithm works as follows. The basic data structure is a tree, for which each node at level $i$, $i \geq 1$, has at most $2^{f(i-1)}$ children, where $f(i) = f(i-1)2^{f(i-1)}$, for $i \geq 1$, and $f(0) = 1$. A node is said to be complete either if it is at level 0 or if it is at level $i \geq 1$ and has $2^{f(i-1)}$ children, all of which are complete. A node that is not complete is called incomplete. The invariant maintained for the data structure is that no node has more than two incomplete children. Moreover, the incomplete children (if any) will be leftmost and rightmost. As in the usual tree data structures for set union, the name of a set is stored in the tree root.

Initially, such a tree with $n$ leaves is created. Its height is $O(\log^* n)$ and therefore a find($x$) will require $O(\log^* n)$ time to return the name of the set. To perform a split($x$), we start at the leaf corresponding to $x$ and traverse the path to the root to partition the tree into two trees. It is possible to show that using this data structure, the amortized cost of a split is $O(\log^* n)$ [45]. This bound can be further improved to $O(\alpha(m,n))$ as shown by Gabow [33]. The algorithm used to establish this upper bound relies on a sophisticated partition of the items contained in each set.

**THEOREM 5.10** [33] There exists a data structure supporting a sequence of $m$ find and split operations in $O(m\alpha(m,n))$ worst-case time. The space required is $O(n)$.

La Poutré [56] proved that this bound is tight for (both separable and nonseparable) pointer-based algorithms.

**THEOREM 5.11** [56] Any pointer-based algorithm requires $\Omega(n + m\alpha(m,n))$ time to perform $(n - 1)$ split and $m$ find operations.

Using the power of a random access machine, Gabow and Tarjan were able to achieve $\Theta(1)$ amortized time for the interval split–find problem [34]. This bound is obtained by employing a slight variant of the data structure sketched in “Special Linear Cases.”

---

2$\log^* n = \min\{i \mid \log^i n \leq 1\}$, where $\log^i n = \log \log^{i-1} n$ for $i > 0$ and $\log^0 n = n$. 


5.4 The Set Union Problem with Deunions

Mannila and Ukkonen [59] defined a generalization of the set union problem, which they called set union with deunions. In addition to union and find, the following operation is allowed.

deunion: Undo the most recently performed union operation not yet undone.

Motivations for studying this problem arise in logic programming, and more precisely in memory management of interpreters without function symbols [40, 60, 61, 96]. In Prolog, for example, variables of clauses correspond to the elements of the sets, unifications correspond to unions and backtracking corresponds to deunions [60].

Algorithms for Set Union with Deunions

The set union problem with deunions can be solved by a modification of Blum’s data structure described in “Single-Operation Worst-Case Time Complexity.” To facilitate deunions, we maintain a union stack that stores some bookkeeping information related to unions. Finds are performed as in “Single-Operation Worst-Case Time Complexity.” Unions require some additional work to maintain the union stack. We now sketch which information is stored in the union stack. For sake of simplicity we do not take into account names of the sets (namely, we show how to handle unite rather than union operations): names can be easily maintained in some extra information stored in the union stack. Initially, the union stack is empty. When a type 1 union is performed, we proceed as in “Single-Operation Worst-Case Time Complexity” and then push onto the union stack a record containing a pointer to the old root \( r_B \). Similarly, when a type 2 union is performed, we push onto the union stack a record containing a pointer to \( r_A \) and a pointer to \( r_B \). Finally, when a type 3 union is performed, we push onto the union stack a pointer to the leftmost child of either \( r_B \) or \( r_A \), depending on the two cases.

Deunions basically use the top stack record to invalidate the last union performed. Indeed, we pop the top record from the union stack, and check whether the union to be undone is of type 1, 2, or 3. For type 1 unions, we follow the pointer to \( r_B \) and delete the edge leaving this node, thus, restoring it as a root. For type 2 unions, we follow the pointers to \( r_A \) and \( r_B \) and delete the edges leaving these nodes and their parent. For type 3 unions, we follow the pointer to the node, and move it together with all its right sibling as a child of a new root.

It can be easily shown that this augmented version of Blum’s data structure supports each union, find, and deunion in \( O(\log n / \log \log n) \) time in the worst case, with an \( O(n) \) space usage. This was proved to be a lower bound for separable pointer algorithms by Westbrook and Tarjan [97]:

**THEOREM 5.12** [97] Every separable pointer algorithm for the set union problem with deunions requires at least \( \Omega(\log n / \log \log n) \) amortized time per operation.

All of the union rules and path compaction techniques described in “Amortized Time Complexity” can be extended in order to deal with deunions using the same bookkeeping method (i.e., the union stack) described above. However, path compression with any one of the union rules leads to an \( O(\log n) \) amortized algorithm, as it can be seen by first performing \( (n - 1) \) unions which build a binomial tree (as defined, for instance, in [89]) of depth \( O(\log n) \) and then by repeatedly carrying out a find on the deepest leaf, a deunion, and a redo of that union. Westbrook and Tarjan [97] showed that using either one of the union rules combined with path splitting or path halving yield \( O(\log n / \log \log n) \) amortized algorithms for the set union problem with deunions. We now describe their algorithms.

In the following, a union operation not yet undone will be referred to as live, and as dead otherwise. To handle deunions, again a union stack is maintained, which contains the roots made nonroots by live unions. Additionally, we maintain for each node \( x \) a node stack \( P(x) \), which contains the pointers leaving
created either by unions or by finds. During a path compaction caused by a find, the old pointer leaving
x is left in \( P(x) \) and each newly created pointer \((x, y)\) is pushed onto \( P(x) \). The bottommost pointer on
these stacks is created by a union and will be referred to as a union pointer. The other pointers are created
by the path compaction performed during the find operations and are called find pointers. Each of these
pointers is associated with a unique union operation, the one whose undoing would invalidate the pointer.
The pointer is said to be \( \text{live} \) if the associated union operation is live, and it is said to be \( \text{dead} \) otherwise.

Unions are performed as in the set union problem, except that for each union a new item is pushed
onto the union stack, containing the tree root made nonroot and some bookkeeping information about
the set name and either size or rank. To perform a deunion, the top element is popped from the union
stack and the pointer leaving that node is deleted. The extra information stored in the union stack is used
to maintain set names and either sizes or ranks.

There are actually two versions of these algorithms, depending on when dead pointers are removed
from the data structure. Eager algorithms pop pointers from the node stacks as soon as they become
dead (i.e., after a deunion operation). On the other hand, lazy algorithms remove dead pointers in a lazy
fashion while performing subsequent union and find operations. Combined with the allowed union and
compaction rules, this gives a total of eight algorithms. They all have the same time and space complexity,
as the following theorem shows.

**Theorem 5.13** [97] Either union by size or union by rank in combination with either path splitting or path
halving gives both eager and lazy algorithms which run in \( O(\log n / \log \log n) \) amortized time for operation.
The space required by all these algorithms is \( O(n) \).

### The Set Union Problem with Unlimited Backtracking

Other variants of the set union problem with deunions have been considered such as set union with
arbitrary deunions [36, 63], set union with dynamic weighted backtracking [39], and set union with
unlimited backtracking [9]. In this chapter, we will discuss only set union with unlimited backtracking
and refer the interested readers to the references for the other problems.

As before, we denote a union not yet undone by live, and by dead otherwise. In the set union problem
with unlimited backtracking, deunions are replaced by the following more general operation:

\[
\text{backtrack}(i): \text{ Undo the last } i \text{ live unions performed. } i \text{ is assumed to be an integer, } i \geq 0.
\]

The name of this problem derives from the fact that the limitation that at most one union could be
undone per operation is removed.

Note that this problem is more general than the set union problem with deunions, since a deunion can
be simply implemented as backtrack(1). Furthermore, a backtrack\((i)\) can be implemented by performing
exactly \( i \) deunions. Hence, a sequence of \( m_1 \) unions, \( m_2 \) finds, and \( m_3 \) backtracks can be carried out by
simply performing at most \( m_1 \) deunions instead of the backtracks. Applying either Westbrook and Tarjan’s
algorithms or Blum’s modified algorithm to the sequence of union, find, and deunion operations, a total
of \( O((m_1 + m_2) \log n / \log \log n) \) worst-case running time will result. As a consequence, the set union
problem with unlimited backtracking can be solved in \( O(\log n / \log \log n) \) amortized time per operation.
Since deunions are a special case of backtracks, this bound is tight for the class of separable pointer
algorithms because of Theorem 5.12.

However, using either Westbrook and Tarjan’s algorithms or Blum’s augmented data structure, each
backtrack\((i)\) can require \( \Omega(i \log n / \log \log n) \) in the worst case. Indeed, the worst-case time complexity
of backtrack\((i)\) is at least \( \Omega(i) \) as long as one insists on deleting pointers as soon as they are invalidated
by backtracking (as in the eager methods described in “Algorithms for Set Union with Deunions,” since
in this case at least one pointer must be removed for each erased union. This is clearly undesirable, since
\( i \) can be as large as \( (n - 1) \).
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The following theorem holds for the set union with unlimited backtracking, when union operations are taken into account.

**THEOREM 5.14** [37] It is possible to perform each union, find and backtrack(i) in $O(\log n)$ time in the worst case. This bound is tight for nonseparable pointer algorithms.

Apostolico et al. [9] showed that, when unites instead of unions are performed (i.e., when the name of the new set can be arbitrarily chosen by the algorithm), a better bound for separable pointer algorithms can be achieved:

**THEOREM 5.15** [9] There exists a data structure which supports each unite and find operation in $O(\log n / \log \log n)$ time, each backtrack in $O(1)$ time, and requires $O(n)$ space.

No better bound is possible for any separable pointer algorithm or in the cell probe model of computation, as it can be shown by a trivial extension of Theorem 5.4.

5.5 Partial and Full Persistence

In this section we cover general techniques for partial and full persistence. The time complexities of these techniques will generally be expressed in terms of slowdowns with respect to the ephemeral query and update operations. The slowdowns will usually be functions of $m$, the number of versions. A slowdown of $T_q(m)$ for queries means, for example, that a persistent query to a version which is a data structure of size $n$ is accomplished in time $O(T_q(m) \cdot Q(n))$ time, where $Q(n)$ is the running time of an ephemeral query operation on a data structure of size $n$.

**Methods for Arbitrary Data Structures**

**The Fat Node Method**

A very simple idea for making any data structure partially persistent is the fat node method, which works as follows. The $m$ versions are numbered by integers from 1 (the first) to $m$ (the last). We will take the convention that if a persistent query specifies version $t$, for some $1 \leq t \leq m$, then the query is answered according to the state of the data structure as it was after version $t$ was created but before (if ever) version $t + 1$ was begun.

Each memory location $\mu$ in the ephemeral data structure can be associated with a set $C(\mu)$ containing pairs of the form $(t, v)$, where $v$ is a value and $t$ is a version number, sometimes referred to as the time stamp of $v$. A pair $(t, v)$ is present in $C(\mu)$ if and only if (a) memory location $\mu$ was modified while creating version $t$ and (b) at the completion of version $t$, the location $\mu$ contained the value $v$. For every memory location $\mu$ in the ephemeral data structure, we associate an auxiliary data structure $A(\mu)$, which stores $C(\mu)$ ordered by time stamp.

In order to perform a persistent query in version $t$ we simulate the operation of the ephemeral query algorithm. Whenever the ephemeral query algorithm attempts to read a memory location $\mu$, we query $A(\mu)$ to determine the value of $\mu$ in version $t$. Let $t^*$ be the largest time stamp in $C(\mu)$ which is less than or equal to $t$. Clearly, the required value is $v^*$ where $(t^*, v^*) \in C(\mu)$. Creating version $m + 1$ by modifying version $m$ is also easy: if memory locations $\mu_1, \mu_2, \ldots$ were modified while creating version $m + 1$, and the values of these locations in version $m + 1$ were $v_1, v_2, \ldots$, we simply insert the pair $(m + 1, v_i)$ to $A(\mu_i)$ for $i = 1, 2, \ldots$. If we implement the auxiliary data structures as red-black trees [21] then it is possible to query $A(\mu)$ in $O(\log |C(\mu)|) = O(\log m)$ time and also to add a new pair to $A(\mu)$ in $O(1)$ amortized time (this is
possible because the new pair will always have a time stamp greater than or equal to any time stamp in $C(\mu)$. In fact, we can even obtain $O(1)$ worst-case slowdown for updates by using a data structure given in [57]. Note that each ephemeral memory modification performed during a persistent update also incurs a space cost of $O(1)$ (in general this is unavoidable). We thus obtain the following theorem.

**THEOREM 5.16** [28] Any data structure can be made partially persistent with slowdown $O(\log m)$ for queries and $O(1)$ for updates. The space cost is $O(1)$ for each ephemeral memory modification.

The fat node method can be extended to full persistence with a little work. Again, we will take the convention that a persistent query on version $t$ is answered according to the state of the data structure as it was after version $t$ was created but before (if ever) it was modified to create any descendant version. Again, each memory location $\mu$ in the ephemeral data structure will be associated with a set $C(\mu)$ containing pairs of the form $(t, v)$, where $v$ is a value and $t$ is a version (the timestamp). The rules specifying what pairs are stored in $C(\mu)$ are somewhat more complicated. The main difficulty is that the versions in full persistence are only partially ordered. In order to find out the value of a memory location $\mu$ in version $t$, we need to find the deepest ancestor of $t$ in the version tree where $\mu$ was modified (this problem is similar to the inheritance problem for object-oriented languages).

One solution is to impose a total order on the versions by converting the version tree into a version list, which is simply a pre-order listing of the version tree. Whenever a new version is created, it is added to the version list immediately after its parent, thus inductively maintaining the pre-ordering of the list. We now compare any two versions as follows: the one which is further to the left in the version list is considered smaller.

For example, a version list corresponding to the tree in Fig. 5.6 is $[a, b, c, f, g, h, i, j, l, m, n, o, k, d, e]$, and by the linearization, version $f$ is considered to be less than version $m$, and version $j$ is considered to be less than version $l$.

![FIGURE 5.6](image)

Now consider a particular memory location $\pi$ which was modified in versions $b$, $h$, and $i$ of the data structure, with values $B$, $H$, and $I$ being written to it in these versions. The following table shows the value of $\pi$ in each version in the list (a $\perp$ means that no value has yet been written to $\pi$ and hence its value may be undefined):

<table>
<thead>
<tr>
<th>Version</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>f</th>
<th>g</th>
<th>h</th>
<th>i</th>
<th>j</th>
<th>l</th>
<th>m</th>
<th>n</th>
<th>o</th>
<th>k</th>
<th>d</th>
<th>e</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>$\perp$</td>
<td>$B$</td>
<td>$B$</td>
<td>$\perp$</td>
<td>$H$</td>
<td>$I$</td>
<td>$H$</td>
<td>$H$</td>
<td>$H$</td>
<td>$H$</td>
<td>$H$</td>
<td>$\perp$</td>
<td>$\perp$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

As can be seen in the above example, if $\pi$ is modified in versions $b$, $h$ and $i$, the version list is divided into
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intervals containing respectively the sets \{a\}, \{b, c, f\}, \{g\}, \{h\}, \{i\}, \{j, l, m, n, o, k\}, \{d, e\}, such that for all versions in that interval, the value of \(\pi\) is the same. In general, the intervals of the version list for which the answer is the same will be different for different memory locations.

Hence, for each memory location \(\mu\), we define \(C(\mu)\) to contains pairs of the form \((t, v)\), where \(t\) is the leftmost version in its interval, and \(v\) is the value of \(\mu\) in version \(t\). Again, \(C(\mu)\) is stored in an auxiliary data structure \(A(\mu)\) ordered by time-stamp (the ordering among versions is as specified by the version list). In the example above, \(C(\pi)\) would contain the following pairs:

\[\langle a, \perp \rangle, \langle b, B \rangle, \langle g, H \rangle, \langle i, I \rangle, \langle j, H \rangle, \langle d, \perp \rangle.\]

In order to determine the value of some memory location \(\mu\) in version \(t\), we simply search among the pairs stored in \(A(\mu)\), comparing versions, until we find the left endpoint of the interval to which \(t\) belongs; the associated value is the required answer.

How about updates? Let \(\mu\) be any memory location, and firstly notice that if a new version is created in which \(\mu\) is not modified, the value of \(\mu\) in this new version will be the same as the value of \(\mu\) in its parent, and the new version will be added to the version list right after its parent. This will simply enlarge the interval to which its parent belongs, and will also not change the left endpoint of the interval. Hence, if \(\mu\) is not modified in some version, no change need be made to \(A(\mu)\). On the other hand, adding a version where \(\mu\) is modified creates a new interval containing only the new version, and in addition may split an existing interval into two. In general, if \(\mu\) is modified in \(k\) different versions, \(C(\mu)\) may contain up to \(2k + 1\) pairs, and in each update, up to two new pairs may need to be inserted into \(A(\mu)\). In the above example, if we create a new version \(p\) as a child of \(m\) and modify \(\pi\) to contain \(P\) in this version, then the interval \{\(j, l, m, n, o, k\}\) splits into two intervals \{\(j, l, m\)\} and \{\(n, o, k\)\}, and the new interval consisting only of \(\{p\}\) is created. Hence, we would have to add the pairs \((n, H)\) and \((p, P)\) to \(C(\pi)\).

Provided we can perform the comparison of two versions in constant time, and we store the pairs in a red-black tree, we can perform a persistent query by simulating the ephemeral query algorithm, with a slowdown of \(O(\log |C(\mu)|) = O(\log m)\), where \(m\) is the total number of versions. In the case of full persistence, updates also incur a slowdown of \(O(\log m)\), and incur a \(O(1)\) space cost per memory modification. Maintaining the version list so that two versions can be compared in constant time to determine which of the two is leftward is known as the list order problem, and has been studied in a series of papers [22, 90], culminating in an optimal data structure by Dietz and Sleator [24] which allows insertions and comparisons each in \(O(1)\) worst-case time. We conclude:

**THEOREM 5.17** [28] Any data structure can be made fully persistent with slowdown \(O(\log m)\) for both queries and updates. The space cost is \(O(1)\) for each ephemeral memory modification.

**Faster Implementations of the Fat Node Method**

For arbitrary data structures, the slowdown produced by the fat node method can be reduced by making use of the power of the RAM model. In the case of partial persistence, the versions are numbered with integers from 1 to \(m\), where \(m\) is the number of versions, and special data structures for predecessor queries on integer sets may be used. For instance, the van Emde Boas data structure [91, 92] processes insertions, deletions, and predecessor queries on a set \(S \subseteq \{1, \ldots, m\}\) in \(O(\log \log m)\) time each. By using dynamic perfect hashing [27] to minimize space usage, the space required by this data structure can be reduced to linear in the size of the data structure, at the cost of making the updates run in \(O(\log \log m)\) expected time. We thus obtain:

**THEOREM 5.18** [28, 27] Any data structure can be made partially persistent on a RAM with slowdown \(O(\log \log m)\) for queries and expected slowdown \(O(\log \log m)\) for updates. The space cost is \(O(1)\) per ephemeral memory modification.
At first sight it does not appear possible to use the same approach for full persistence because the versions are not integers. However, it turns out that algorithms for the list order problem work by assigning integer labels to the elements of the version list such that the labels increase monotonically from the beginning to the end of the list. Furthermore, these labels are guaranteed to be in the range $1..m^c$ where $m$ is the number of versions and $c > 1$ is some constant. This means we can once again use the van Emde Boas data structure to search amongst the versions in $O(\log \log m)$ time. Unfortunately, each insertion into the version list may cause many of the integers to be relabeled, and making the changes to the appropriate auxiliary structures may prove expensive. Dietz [23] shows how to combine modifications to the list order algorithms together with standard bucketing techniques to obtain:

**THEOREM 5.19** [23] Any data structure can be made fully persistent on a RAM with slowdown $O(\log \log m)$ for queries and expected slowdown $O(\log \log m)$ for updates. The space cost is $O(1)$ per ephemeral memory modification.

### Methods for Linked Data Structures

The methods discussed above, while efficient, are not optimal and some of them are not simple to code. By placing some restrictions on the class of data structures which we want to make persistent, we can obtain some very simple and efficient algorithms for persistence. One such subclass of data structures is that of **linked** data structure.

A linked data structure is an abstraction of pointer-based data structures such as linked lists, search trees, etc. Informally, a linked data structure is composed of a collection of nodes, each with a finite number of named fields. Some of these fields are capable of holding an atomic piece of information, while others can hold a pointer to some node (or the value nil). For simplicity we assume the nodes are homogenous (i.e., of the same type) and that all access to the data structure is through a single designated root node. Any version of a linked data structure can be viewed as a directed graph, with vertices corresponding to nodes and edges corresponding to pointers.

Queries are abstracted away as access operations which consist of a series of access steps. The access algorithm has a collection of accessed nodes, which initially contains only the root. At each step, the algorithm either reads information from one of the accessed nodes or follows a non-nil pointer from one of the accessed nodes; the node so reached is then added to the set of accessed nodes. In actual data structures, of course, the information read by the query algorithm would be used to determine the pointers to follow as well as to compute an answer to return. Update operations are assumed to consist of an intermixed sequence of access steps as before and update steps. An update step either creates an explicitly initialized new node or writes a value to a field of some previously accessed node. We now discuss how one might implement persistent access and update operations.

**Path Copying**

A very simple but wasteful method for persistence is to copy the entire data structure after every update. Path copying is an optimization of this for linked data structures, which copies only “essential” nodes. Specifically, if an update modifies a version $v$ by changing values in a set $S$ of nodes, then it suffices to make copies of the nodes in $S$, together with all nodes that lie on a path from the root of version $v$ to any node in $S$. The handle to the new version is simply a pointer to the new root. One advantage of this method is that traversing it is trivial: given a pointer to the root in some version, traversing it is done exactly as in the ephemeral case.

This method performs reasonably efficiently in the case of balanced search trees. Assuming that each node in the balanced search tree contains pointers only to its children, updates in balanced search trees such as AVL trees [2] and red-black trees [21] would cause only $O(\log n)$ nodes to be copied (these would be nodes either on the path from the root to the inserted or deleted item, or nodes adjacent to this path).
Note that this method does not work as well if the search tree only has an amortized $O(\log n)$ update cost, e.g., in the case of splay trees [87, p. 53 ff]. We therefore get the following theorem, which was independently noted by [74, 81].

**THEOREM 5.20** There is a fully persistent balanced search tree with persistent update and query times $O(\log n)$ and with space cost $O(\log n)$ per update, where $n$ is the number of keys in the version of the data structure which is being updated or queried.

Of course, for many other data structures, path copying may prove prohibitively expensive, and even in the case of balanced search trees, the space complexity is non-optimal, as red-black trees with lazy recoloring only modify $O(1)$ locations per update.

**The Node Copying and Split Node Data Structures**

An (ephemeral) bounded-degree linked data structure is one where the maximum in-degree, i.e., the maximum number of nodes that are pointing to any node, is bounded by a constant. Many, if not most, pointer-based data structures have this property, such as linked lists, search trees and so on (some of the data structures covered earlier in this chapter do not have this property). Driscoll et al. [28] showed that bounded-degree linked data structures could be made partially or fully persistent very efficiently, by means of the node copying and split node data structures respectively.

The source of inefficiency in the fat node data structure is searching among all the versions in the auxiliary data structure associated with an ephemeral node, as there is no bound on the number of such versions. The node copying data structure attempts to remedy this by replacing each fat node by a collection of "plump" nodes, each of which is capable of recording a bounded number of changes to an ephemeral node. Again, we assume that the versions are numbered with consecutive integers, starting from 1 (the first) to $m$ (the last). Analogously to the fat node data structure, each ephemeral node $x$ is associated with a set $C(x)$ of pairs $(t, r)$, where $t$ is a version number, and $r$ is a record containing values for each of the fields of $x$. The set $C(x)$ is stored in a collection of plump nodes, each of which is capable of storing $2^d + 1$ pairs, where $d$ is the bound on the in-degree of the ephemeral data structure.

The collection of plump nodes storing $C(x)$ is kept in a linked list $L(x)$. Let $X$ be any plump node in $L(x)$ and let $X'$ the next plump node in the list, if any. Let $\tau$ denote the smallest time stamp in $X'$ if $X'$ exists, and let $\tau = \infty$ otherwise. The list $L(x)$ is sorted by timestamp in the sense that all pairs in $X$ are sorted by time stamp and all time stamps in $X$ are smaller than $\tau$. Each pair $(t, r)$ in $X$ is naturally associated with a valid interval, which is the half-open interval of versions beginning at $t$, up to, but not including the time stamp of the next pair in $X$, or $\tau$ if no such pair exists. The valid interval of $X$ is simply the union of the valid intervals of the pairs stored in $X$. The following invariants always hold:

(i) For any pair $p = (t, r)$ in $C(x)$, if a data field in $r$ contains some value $v$ then the value of the corresponding data field of ephemeral node $x$ during the entire valid interval of $p$ was also $v$. Furthermore, if a pointer field in $r$ contains a pointer to a plump node in $L(y)$ or nil then the corresponding field in ephemeral node $x$ pointed to ephemeral node $y$ or contained nil, respectively, during the entire valid interval of $p$.

(ii) For any pair $p = (t, r)$ in $C(x)$, if a pointer field in $r$ points to a plump node $Y$, then the valid interval of $p$ is contained in the valid interval of $Y$.

(iii) The handle of version $t$ is a pointer to the (unique) plump node in $L(root)$ whose valid interval contains $t$.

A persistent access operation on version $t$ is performed by a step-by-step simulation of the ephemeral access algorithm. For any ephemeral node $x$ and version $t$, let $P(x, t)$ denote the plump node in $L(x)$ whose valid interval contains $t$. Since the valid intervals of the pairs in $C(x)$ are disjoint and partition
the interval \([1, \infty)\), this is well-defined. We ensure that if after some step, the ephemeral access algorithm would have accessed a set \(S\) of nodes, then the persistent access algorithm would have accessed the set of plump nodes \(\{P(y, t) | y \in S\}\). This invariant holds initially, as the ephemeral algorithm would have accessed only \(root\), and by (iv), the handle of version \(t\) points to \(P(root, t)\).

If the ephemeral algorithm attempts to read a data field of an accessed node \(x\) then the persistent algorithm searches among the \(O(1)\) pairs in \(P(x, t)\) to find the pair whose valid interval contains \(t\), and reads the value of the field from that pair. By (ii), this gives the correct value of the field. If the ephemeral algorithm follows a pointer from an accessed node \(x\) and reaches a node \(y\), then the persistent algorithm searches among the \(O(1)\) pairs in \(P(x, t)\) to find the pair whose valid interval contains \(t\), and follows the pointer specified in that pair. By invariants (i) and (ii) this pointer must point to \(P(y, t)\). This proves the correctness of the simulation of the access operation.

Suppose during an ephemeral update operation on version \(m\) of the data structure, the ephemeral update operation writes some values into the fields of an ephemeral node \(x\). Then the pair \((m + 1, r)\) is added to \(C(x)\), where \(r\) contains the field values of \(x\) at the end of the update operation. If the plump node \(P(x, m)\) is not full then this pair is simply added to \(P(x, m)\). Otherwise, a new plump node that contains only this pair is created and added to the end of \(L(x)\). For all nodes \(y\) that pointed to \(x\) in version \(m\), this could cause a violation of (ii). Hence, for all such \(y\), we add a new pair \((m + 1, r')\) to \(C(y)\), where \(r'\) is identical to the last record in \(C(y)\) except that pointers to \(P(x, m)\) are replaced by pointers to the new plump node. If this addition necessitates the creation of a new plump node in \(L(y)\) then pointers to \(P(m, y)\) are updated as above. A simple potential argument in [28] shows that not only does this process terminate, but the amortized space cost for each memory modification is \(O(1)\). At the end of the process, a pointer to the last node in \(L(root)\) is returned as the handle to version \(m + 1\). Hence, we have that:

**Theorem 5.21** [28] Any bounded-degree linked data structure can be made partially persistent with worst-case slowdown \(O(1)\) for queries, amortized slowdown \(O(1)\) for updates, and amortized space cost \(O(1)\) per memory modification.

Although we will not describe them in detail here, similar ideas were applied by Driscoll et al. in the split node data structure which can be used to make bounded-degree linked data structures fully persistent in the following time bounds:

**Theorem 5.22** [28] Any bounded-degree linked data structure can be made fully persistent with worst-case slowdown \(O(1)\) for queries, amortized slowdown \(O(1)\) for updates, and amortized space cost \(O(1)\) per memory modification.

Driscoll et al. left open the issue of whether the time and space bounds for Theorems 5.21 and 5.22 could be made worst-case rather than amortized. Toward this end, they used a method called displaced storage of changes to give a fully persistent search tree with \(O(\log n)\) worst-case query and update times and \(O(1)\) amortized space per update, improving upon the time bounds of Theorem 5.20. This method relies heavily on the property of balanced search trees that there is a unique path from the root to any internal node, and it is not clear how to extract a general method for full persistence from it. A more direct assault on their open problem was made by [25], which showed that all bounds in Theorem 5.21 could be made worst-case on the RAM model. In the same paper it was also shown that the space cost could be made \(O(1)\) worst-case on the pointer machine model, but the slowdown for updates remained \(O(1)\) amortized. Subsequently, Brodal [11] fully resolved the open problem of Driscoll et al. for partial persistence by showing that all bounds in Theorem 5.21 could be made worst-case on the pointer machine model. For the case of full persistence it was shown in [26] how to achieve \(O(\log \log m)\) worst-case slowdown for updates and queries and a worst-case space cost of \(O(1)\) per memory modification, but the open problem
of Driscoll et al. remains only partially resolved in this case. It should be noted that the data structures of [11, 26] are not much more complicated than the original data structures of Driscoll et al.

### 5.6 Functional Data Structures

In this section we will consider the implementation of data structures in functional languages. Although implementation in a functional language automatically guarantees persistence, the central issue is maintaining the same level of efficiency as in the imperative setting.

The state-of-the-art regarding general methods is quickly summarized. The path-copying method described at the beginning of the previous section can easily be implemented in a functional setting. This means that balanced binary trees (without parent pointers) can be implemented in a functional language, with queries and updates taking $O(\log n)$ worst-case time, and with a suboptimal worst-case space bound of $\Theta(\log n)$. Using the functional implementation of search trees to implement a dictionary which will simulate the memory of any imperative program, it is possible to implement any data structure which uses a maximum of $M$ memory locations in a functional language with a slowdown of $O(\log M)$ in the query and update times, and a space cost of $O(\log M)$ per memory modification.

Naturally, better bounds are obtained by considering specific data structuring problems, and we summarize the known results at the end of this section. First, though, we will focus on perhaps the most fundamental data structuring problem in this context, that of implementing catenable lists. A catenable list supports the following set of operations:

- **makelist**($a$): Creates a new list containing only the element $a$.
- **head**($X$): Returns the first element of list $X$. Gives an error if $X$ is empty.
- **tail**($X$): Returns the list obtained by deleting the first element of list $X$ without modifying $X$. Gives an error if $X$ is empty.
- **catenate**($X, Y$): Returns the list obtained by appending list $Y$ to list $X$, without modifying $X$ or $Y$.

Driscoll et al. [29] were the first to study this problem, and efficient but nonoptimal solutions were proposed in [16, 29]. We will sketch two proofs of the following theorem, due to Kaplan and Tarjan [50] and Okasaki [71]:

**THEOREM 5.23** The above set of operations can be implemented in $O(1)$ time each.

The result due to Kaplan and Tarjan is stronger in two respects. Firstly, the solution of [50] gives $O(1)$ worst-case time bounds for all operations, while Okasaki’s only gives amortized time bounds. Also, Okasaki’s result uses “memoization” which, technically speaking, is a side-effect, and hence, his solution is not purely functional. On the other hand, Okasaki’s solution is extremely simple to code in most functional programming languages, and offers insight into how to make amortized data structures fully persistent efficiently. In general, this is difficult because in an amortized data structure, some operations in a sequence of operations may be expensive, even though the average cost is low. In the fully persistent setting, an adversary can repeatedly perform an expensive operation as often as desired, pushing the average cost of an operation close to the maximum cost of any operation.

We will briefly cover both these solutions, beginning with Okasaki’s. In each case we will first consider a variant of the problem where the **catenate** operation is replaced by the operation **inject**($a, X$) which adds $a$ to the end of list $X$. Note that **inject**($a, X$) is equivalent to **catenate**(makelist($a$), $X$). Although this change simplifies the problem substantially (this variant was solved quite long ago [43]) we use it to elaborate upon the principles in a simple setting.
Implementation of Catenable Lists in Functional Languages

We begin by noting that adding an element \( a \) to the front of a list \( X \), without changing \( X \), can be done in \( O(1) \) time. We will denote this operation by \( a :: X \). However, adding an element to the end of \( X \) involves a destructive update. The standard solution is to store the list \( X \) as a pair of lists \( (F, R) \), with \( F \) representing an initial segment of \( X \), and \( R \) representing the remainder of \( X \), stored in reversed order. Furthermore, we maintain the invariant that \( |F| \geq |R| \).

To implement an \textit{inject} or \textit{tail} operation, we first obtain the pair \( (F', R') \), which equals \( (F, a :: R) \) or \( (tail(F), R) \), as the case may be. If \( |F'| \geq |R'| \), we return \( (F', R') \). Otherwise we return \( (F' ++ reverse(R'), [ ] \) \), where \( X ++ Y \) appends \( Y \) to \( X \) and \textit{reverse}(\( X \)) returns the reverse of list \( X \). The functions ++ and \textit{reverse} are defined as follows:

\[
X ++ Y = \begin{cases} Y & \text{if } X = [ ] \ , \\ head(X) :: (tail(X) ++ Y) & \text{otherwise} \ . 
\end{cases}
\]

\[
\text{reverse}(X) = \begin{cases} \text{rev}(X, [ ]) & \text{where} \\
Y & \text{if } X = [ ] \\
\text{rev}(tail(X), head(X) :: Y) & \text{otherwise} .
\end{cases}
\]

The running time of \( X ++ Y \) is clearly \( O(|X|) \), as is the running time of \text{reverse}(X)). Although the amortized cost of \textit{inject} can be easily seen to be \( O(1) \) in an ephemeral setting, the efficiency of this data structure may be much worse in a fully persistent setting, as discussed above.

If, however, the functional language supports lazy evaluation and memoization then this solution can be used as is. Lazy evaluation refers to delaying calculating the value of expressions as much as possible. If lazy evaluation is used, the expression \( F' ++ reverse(R') \) is not evaluated until we try to determine its \textit{head} or \textit{tail}. Even then, the expression is not fully evaluated unless \( F' \) is empty, and the list \text{tail}(\( F' ++ reverse(R') \) \) remains represented internally as \text{tail}(\( F' \) ++ \text{reverse}(\( R' \))) \). Note that \textit{reverse} cannot be computed incrementally like ++: once started, a call to \textit{reverse} must run to completion before the first element in the reversed list is available. Memoization involves caching the result of a delayed computation the first time it is executed, so that the next time the same computation needs to be performed, it can be looked up rather than recomputed.

The amortized analysis uses a “debit” argument. Each element of a list is associated with a number of debits, which will be proportional to the amount of delayed work which must be done before this element can be accessed. Each operation can “discharge” \( O(1) \) debits, i.e., when the delayed work is eventually done, a cost proportional to the number of debits discharged by an operation will be charged to this operation. The goal will be to prove that all debits on an element will have been discharged before it is accessed. However, once the work has been done, the result is memoized and any other thread of execution which require this result will simply use the memoized version at no extra cost. The debits satisfy the following invariant. For \( i = 0, 1, \ldots \), let \( d_i \geq 0 \) denote the number of debits on the \( i \)th element of any list \( (F, R) \). Then:

\[
\sum_{j=0}^{i} d_{j} \leq \min[2i, |F| - |R|] , \quad \text{for } i = 0, 1, \ldots
\]

Note that the first (zeroth) element on the list always has zero debits on it, and so \textit{head} only accesses elements whose debits have been paid. If no list reversal takes place during a \textit{tail} operation, the value of \( |F| \) goes down by one, as does the index of each remaining element in the list (i.e., the old \((i+1)\)st element will now be the new \(i\)th element). It suffices to pay of \( O(1) \) debits at each of the first two locations in the list where the invariant is violated. A new element \textit{injected} into list \( R \) has no delayed computation associated with it, and is given zero debits. The violations of the invariant caused by \textit{inject} where no list reversal occurs are handled as above. As a list reversal occurs only if \( m = |F| = |R| \) before the operation which caused the reversal, the invariant implies that all debits on the front list have been paid off before
the reversal. Note that there are no debits on the rear list. After the reversal, one debit is placed on each element of the old front list (to pay for the delayed incremental \( + \) operation) and \( m + 1 \) debits are placed on the first element of the reversed list (to pay for the reversal), and zero on the remaining elements of the reversed list, as there is no further delayed computation associated with them. It is easy to verify that the invariant is still satisfied after discharging \( O(1) \) debits.

To add catenation to Okasaki’s algorithm, a list is represented as a tree whose left-to-right pre-order traversal gives the list being represented. The children of a node are stored in a functional queue as described above. In order to perform \( \text{catenate}(X, Y) \) the operation \( \text{link}(X, Y) \) is performed, which adds root of the tree \( Y \) is added to the end of the child queue for the root of the tree \( X \). The operation \( \text{tail}(X) \) removes the root of the tree for \( X \). If its children of the root are \( X_1, \ldots, X_m \) then the new list is given by \( \text{link}(X_1, \text{link}(X_2, \ldots, \text{link}(X_{m-1}, X_m))) \). By executing the \( \text{link} \) operations in a lazy fashion and using memoization, all operations can be made to run in \( O(1) \) time.

Purely Functional Catenable Lists

In this section we will describe the techniques used by Kaplan and Tarjan to obtain a purely functional queue. The critical difference is that we cannot assume memoization in a purely functional setting. This appears to mean that the data structures once again have to support each operation in worst-case constant time. The main ideas used by Kaplan and Tarjan are those of data-structural bootstrapping and recursive slowdown. Data-structural bootstrapping was introduced by [29] and refers to allowing a data structure to use the same data structure as a recursive sub-structure.

Recursive slowdown can be viewed as running the recursive data structures “at a slower speed.” We will now give a very simple illustration of recursive slowdown. Let a 2-queue be a data structure which allows the \( \text{tail} \) and \( \text{inject} \) operations, but holds a maximum of 2 elements. Note that the bound on the size means that all operations on a 2-queue can be be trivially implemented in constant time, by copying the entire queue each time. A queue \( Q \) consists of three components: a front queue \( f(Q) \), which is a 2-queue, a rear queue \( r(Q) \), which is also a 2-queue, and a center queue \( c(Q) \), which is a recursive queue, each element of which is a pair of elements of the top-level queue. We will ensure that at least one of \( f(Q) \) is non-empty unless \( Q \) itself is empty.

The operations are handled as follows An \( \text{inject} \) adds an element to the end of \( r(Q) \). If \( r(Q) \) is full, then the two elements currently in \( r(Q) \) are inserted as a pair into \( c(Q) \) and the new element is inserted into \( r(Q) \). Similarly, a \( \text{tail} \) operation attempts to remove the first element from \( f(Q) \). If \( f(Q) \) is empty then we extract the first pair from \( c(Q) \), if \( c(Q) \) is non-empty and place the second element from the pair into \( f(Q) \), discarding the first element. If \( c(Q) \) is also empty then we discard the first element from \( r(Q) \).

The key to the complexity bound is that only every alternate \( \text{inject} \) or \( \text{tail} \) operation accesses \( c(Q) \). Therefore, the recurrence giving the amortized running time \( T(n) \) of operations on this data structure behaves roughly like \( 2T(n) = T(n/2) + k \) for some constant \( k \). The term \( T(n/2) \) represents the cost of performing an operation on \( c(Q) \), since \( c(Q) \) can contain at most \( n/2 \) pairs of elements, if \( n \) is the number of elements in \( Q \) as a whole. Rewriting this recurrence as \( T(n) = \frac{1}{2}T(n/2) + k’ \) and expanding gives that \( T(n) = O(1) \) (even replacing \( n/2 \) by \( n - 1 \) in the RHS gives \( T(n) = O(1) \)).

This data structure is not suitable for use in a persistent setting as a single operation may still take \( \Theta(\log n) \) time. For example, if \( r(Q), r(c(Q)), r(c(c(Q))) \ldots \) each contain two elements, then a single \( \text{inject} \) at the top level would cause changes at all \( \Theta(\log n) \) levels of recursion. This is analogous to carry propagation in binary numbers—if we define a binary number where for \( i = 0, 1, \ldots \), the \( i \)th digit is 0 if \( c^i(Q) \) contains one element and 1 if it contains two (the 0th digit is considered to be the least significant) then each \( \text{inject} \) can be viewed as adding 1 to this binary number. In the worst case, adding 1 to a binary number can take time proportional to the number of digits.

A different number system can alleviate this problem. Consider a number system where the \( i \)th digit still has weight \( 2^i \), as in the binary system, but where digits can take the value 0, 1 or 2 [19]. Further, we require that any pair of 2’s be separated by at least one 0 and that the rightmost digit, which is not a 1 is a 0.
number system is redundant, i.e., a number can be represented in more than one way (the decimal number 4, for example, can be represented as either 100 or 020). Using this number system, we can increment a value by one in constant time by the following rules: (i) add one by changing the rightmost 0 to a 1, or by changing x 1 to (x + 1) 0; then (ii) fixing the rightmost 2 by changing x 2 to (x + 1) 0. Now we increase the capacity of r(Q) to 3 elements, and let a queue containing i elements represent the digit i − 1. We then perform an inject in O(1) worst-case time by simulating the algorithm above for incrementing a counter. Using a similar idea to make tail run in O(1) time, we can make all operations run in O(1) time.

In the version of their data structure which supports catenation, Kaplan and Tarjan again let a queue be represented by three queues f(Q), c(Q), and r(Q), where f(Q) and r(Q) are of constant size as before. The center queue c(Q) in this case holds either (i) a queue of constant size containing at least two elements or (ii) a pair whose first element is a queue as in (i) and whose second element is a catenable queue. To execute catenate(X, Y), the general aim is to first try and combine r(X) and f(Y) into a single queue. When this is possible, a pair consisting of the resulting queue and c(Y) is injected into c(X). Otherwise, r(X) is injected into c(X) and the pair ⟨f(X), c(X)⟩ is also injected into c(X). Details can be found in [50].

Other Data Structures

A deque is a list which allows single elements to be added or removed from the front or the rear of the list. Efficient persistent deques implemented in functional languages were studied in [18, 35, 42], with some of these supporting additional operations. A catenable deque allows all the operations above defined for a catenable list, but also allows deletion of a single element from the end of the list. Kaplan and Tarjan [50] have stated that their technique extends to give purely functional catenable deques with constant worst-case time per operation. Other data structures which can be implemented in functional languages include finger search trees [51] and worst-case optimal priority queues [12]. (See [72, 73] for yet more examples.)

5.7 Research Issues and Summary

In this chapter we have described the most efficient known algorithms for set union and persistency. Most of the set union algorithms we have described are optimal with respect to a certain model of computation (e.g., pointer machines with or without the separability assumption, random access machines). There are still several open problems in all the models of computation we have considered. First, there are no lower bounds for some of the set union problems on intervals: for instance, for nonseparable pointer algorithms we are only aware of the trivial lower bound for interval union–find. This problem requires Θ(1) amortized time on a random access machine as shown by Gabow and Tarjan [34]. Second, it is still open whether in the amortized and the single operation worst-case complexity of the set union problems with deunions or backtracking can be improved for nonseparable pointer algorithms or in the cell probe model of computation.

5.8 Defining Terms

Cell probe model: Model of computation where the cost of a computation is measured by the total number of memory accesses to a random access memory with \[\lceil \log n \rceil\] bits cell size. All other computations are not accounted for and are considered to be free.

Persistent data structure: A data structure that preserves its old versions. Partially persistent data structures allow updates to their latest version only, while all versions of the data structure may be queried. Fully persistent data structures allow all their existing versions to be queried or updated.
**Pointer machine:** Model of computation whose storage consists of an unbounded collection of registers (or records) connected by pointers. Each register can contain an arbitrary amount of additional information, but no arithmetic is allowed to compute the address of a register. The only possibility to access a register is by following pointers.

**Purely functional language:** A language that does not allow any destructive operation—one which overwrites data—such as the assignment operation. Purely functional languages are side-effect-free, i.e., invoking a function has no effect other than computing the value returned by the function.

**Random access machine:** Model of computation whose memory consists of an unbounded sequence of registers, each of which is capable of holding an integer. In this model, arithmetic operations are allowed to compute the address of a memory register.

**Separability:** Assumption that defines two different classes of pointer-based algorithms for set union problems. An algorithm is separable if after each operation, its data structures can be partitioned into disjoint subgraphs so that each subgraph corresponds to exactly one current set, and no edge leads from one subgraph to another.
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Galil and Italiano [37] provide useful summaries on the state of the art in set union data structures. A in-depth study of implementing data structures in functional languages is given in [72].