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Abstract

One attractive route to developing a theory
of limited rationality is through the notion of
rational control of reasoning. Rational con-
trol is sometimes viewed in terms of rational
allocation of limited computational resources
in drawing conclusions, with ideal rational-
ity just the infinite-resource case of resource-
bounded inference. But some important sorts
of limitations on rationality due to rational
control of reasoning subsist independently of
any limitations on resources. One of these is
the notion of the agent’s constitution, a set of
restrictions placed on the permissible states
of the agent by the agent or by its designer.
While the theory of ideal rationality permits
agents to have any consistent and complete
set of beliefs and preferences (probabilities
and utilities), agents limited by constitutions
may forbid some of those sets. We motivate
and formalize some elements of a theory of
mental constitutions.

Introduction: Limits to rationality

Artificial intelligence is concerned with agents whose
rationality is limited in comparision with the agents
presumed by decision theory. In decision theory, a
rational agent bases its actions on its beliefs about
the relative likelihoods of various events and contin-
gencies and its preferences among these. It requires
that these beliefs and preferences are consistent and
complete enough to determine probability and utility
measures. The limitations accepted as unavoidable
in artificial intelligence include having to work with
less information (more incomplete, possibly inconsis-
tent sets of beliefs and preferences) and with bounds
on the available computational resources. Such limi-
tations have led to theories of resource-bounded rea-
soning in which only some of the consequences of basic
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beliefs are computed when choosing actions. It is nat-
ural to view these theories as cases of rational control
of reasoning, in which the agent rationally allocates its
resources in each step or episode of reasoning.

One conception of rational control of reasoning
views the task of reasoning as that of computing a
sufficiently complete and consistent set of beliefs and
preferences from those manifest in memory. In this
case, the ideally rational agent is just an agent with un-
bounded resources available to compute an entire com-
plete and consistent set of attitudes. Limited agents,
in contrast, will compute sets of attitudes which are
complete in only some ways, and which may contain
some sorts of implicit inconsistencies. In some cases,
we may view these partially complete and consistent
sets of attitudes as sets complete and consistent with
respect to a weaker than ordinary logic (e.g., as does
Konolige [1985]).

But this conception of resource-bounded reasoning
does not provide an entirely adequate theory of lim-
ited rationality by itself, as some important sorts of
limitations on rationality subsist independently of any
limitations on resources. Some of these limitations,
such as the apparent impossibility of reconciling mul-
tiple preference criteria in default reasoning shown by
Doyle and Wellman [1989], stem from our wish to fa-
cilitate the construction of complex individual agents
by decomposing them into sets of simpler “mental
agents” or faculties. Another sort of decomposition
is that involved in viewing the agent’s mental states
as sets of attitudes (e.g., beliefs, preferences, inten-
tions). This decomposition leads to more resource-
independent limitations, namely restrictions placed on
the permissible states of the agent by the agent or by
its designer. For example, states might be forbidden
to contain certain consistent beliefs or combinations of
beliefs, or might be required to contain other beliefs.
Such restrictions do not violate any axiom of decision
theory by themselves, since decision theory does not
require that all consistent and complete sets of beliefs
and preferences be acceptable. But these restrictions
would seem to violate the spirit of decision theory,
whose presumption that all consistent and complete
sets of attitudes be possible is clearly visible in much of
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the literature, especially in group decision theory. We
call the restrictions used in defining the agent’s permis-
sible or legal states the agent’s constitution. (Properly
speaking, we focus on mental constitutions, and ignore
related issues posed by the agent’s physical makeup,
such as its appendages, sensors, etc.)

Due to space limitations, this extended abstract can
only present a few elements of the theory of mental
constitutions. We first describe the basic concepts of
constitutional reasoning informally, drawing on famil-
iar concepts of rational and deliberate action to moti-
vate the various notions. We then present a mathemat-
ical formalization of this conception of constitutional
reasoning which abstracts away some of the inessential
details of the motivation in order to achieve a theory
covering a variety of representational systems. A more
complete treatment of these ideas, including applica-
tions of the formalism to describing some aspects of
AI architectures, may be found in [Doyle, 1988] (which
improves on earlier treatments in [Doyle, 1983a, Doyle,
1983b]). The full paper will contain a comprehensive
treatment of the theory.

Rationality and constitutions

Constitutions interact with the notion of rationality in
several ways. The primary way is that constitutions
restrict the range of possible choices available to the
agent. Thus if rational reasoning is defined to be ra-
tional selection of a new set of attitudes (rational with
respect to the current beliefs and preferences), then
agents with nontrivial constitutions may not be able
to reason as rationally as agents with no restrictions
on their attitudes, since they must choose successive
states from among those allowed by their constitution.
Because of this, constitutions play a central role in en-
forcing a notion of “automatic” or “background” infer-
ence, inference performed whether or not it is worth-
while in the current situation. For example, if the
agent is required to hold one belief if and only if an-
other belief is absent, then adding the absent belief
means removing the present belief, even though the
intended step of reasoning did not involve removing
the present belief. We call this component of reason-
ing constitutional reasoning since its performance is
supposed to be part of the constitution or makeup of
the agent, carried out independently of its considered
activities.

Given that constitutions may limit the rationality
of an agent, it is natural to ask why one would ever
seek to impose such limitations. The answer is that
restrictions on reasoning abilities can have advantages
as well as disadvantages, such as when they steer the
agent away from activities expected to be useless and
toward activities expected to be useful. This is impor-
tant since there are often discrepancies between what
is rational in the short run and what is rational in
the long run. It is often costly to repeatedly discover

and consider long term consequences when choosing
immediate actions. Constitutions permit the agent to
avoid the costs of maintaining long-term rationality
by simply avoiding consideration of alternatives that
dominate in the near-term but have bad long-term con-
sequences.

A classic example is that of Ulysses, who had him-
self bound to his ship’s mast so that he could hear the
Sirens in safety (see [Elster, 1979]). He knew that to
hear them was to be drawn irresistably to them, re-
gardless of the ultimately fatal consequences, but that
bondage would rule out the possibility of acting to
reach them. Computational examples are also com-
mon in artificial intelligence. One is the use of rea-
sons or justifications in reason maintenance. These
force certain conclusions to be held or avoided, with-
out requiring any sort of conscious consideration by
the agent. This is reasonable when the consequences
of holding or avoiding these conclusions are sufficiently
obscure to the short-term, focused reasoner. In such
cases, posing again the decision of whether to draw or
avoid these conclusions would allow the agent to over-
look the long-term benefits of basing its actions on
these principles. This situation is very common and
important, since as with humans, it is much easier to
act on the basis of what one has learned from experi-
ence than to recall why one learned what one learned
or what experiences lead one to learn particular things.

Thus a constitution acts as a tool or resource which
might be exploited to improve the overall rationality
of the agent as well as a source of restrictions on the
rationality of an agent. But we need not view consti-
tutions solely as constructs of the reasoner’s designer.
As the example of reason maintenance suggests, we
may also design agents which have the power to spec-
ify or modify their own constitutions, making changes
they choose rationally to serve their own purposes. In
agents designed in this way, rational control of reason-
ing involves rational emendation of the constitution
of the reasoner as well as rational choice of steps of
reasoning.

External and internal constitutions

The simplest way to formalize constitutions is to take
the external (or eternal, or designer’s) perspective, in
which a constitution is just an axiomatization of the
agent’s state space, formulated in a language over sets
of attitudes. From this perspective, the agent’s states
resembles database states, and constitutions are es-
sentially the same as sets of integrity constraints, as
the notion appears in database theory (see especially
Reiter [1988], who views integrity constraints as state-
ments about the database contents).

External constitutions, however, need not come with
any distinguished structure, as they can be any set of
axioms we desire. Viewing constitutions as control-
lable resources means it is more interesting to take
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the internal (or temporal, or agent’s) perspective, and
view a constitution as a set of constraints on states
and transitions changable at will in whole or in part.
Where the external perspective defines a single set of
legal states constituting all the states legal at any time
in some history, the internal perspective views the con-
stitution as a time-varying structure, with different
sets of legal states at different times. In the exter-
nal perspective, the agent’s constitution is something
external to and unchangable by the agent. In the in-
ternal perspective, the constitution is internal to and
changable by the agent.

To reflect this internal view as time-varying struc-
tures, we formalize the notion of constitution so that
each constitution has two (possibly vacuous) parts.
The first is the fixed part, the most important form of
which is called a constitutive logic, that is, a logic that
specifies the minimal consistency and closure proper-
ties of states. The second part is the variable part,
called the set of laws of thought or constitutive in-
tentions, that is, the rules for self-regulation that the
agent may adopt or abandon. The legal or constitu-
tionally permissible states of the agent are then those
states closed and consistent with respect to the con-
stitutive logic and legal according to each of the laws
of thought they contain.

The external and internal perspectives can be as-
similated by representing internal constitutions as dis-
tinguished subsets of the agent’s attitudes, and having
the external constitution set forth the meanings of all
possible laws of thought. One example of such an ex-
ternal form of internal constitutions is given by Min-
sky [1988], who studies internal constitutions for com-
plex programming systems under the name of “law-
governed systems.”

Constitutions and framings

To formalize internal constitutions, we view each pos-
sible history of the agent as a discrete sequence

. . . , St−1, St, St+1, . . .

of internal states. We write the set of all possible in-
stantaneous states of the agent as I. In this setting,
reasoning is change of view; that is, each step of rea-
soning may be viewed as a change of state S 7→ S′ for
some S, S′ ∈ I (though not every change of state need
be considered a step of reasoning).

In the most basic sense, the agent’s constitution is
simply its state space I (or better, its set of possible
histories). These states represent the agent’s makeup,
and the constitution restricts the makeup of the agent
to these states and forbids it from taking on forms out-
side of I. But this sense of constitution is a weak one.
The interesting questions begin to arise only when we
seek to interpret histories as histories of a rational
agent, and to interpret states in terms of the men-

tal attitudes held by the agent. Such interpretations
we call (rational or attitudinal) framings.

Now it may be possible to frame any set of possible
histories as the histories of a sufficiently complex ra-
tional agent. (Indeed, the social and economic analy-
ses of economists are full of such rationalizations of ob-
served behaviors.) Since our focus here is on the struc-
ture of designed constitutions rather than their identi-
fication through observation, we will avoid most ques-
tions of interpretation by assuming a standard attitu-
dinal framing of mental states. Specifically, we view
each instantaneous state as a set of beliefs (including
comparisons of relative likelihood), desires (including
preferences), and intentions. This assumption is in
accord with standard AI practice, which employs a
database of sentences or sententially-interpreted struc-
tures to represent states. We let D stand for the set
of all possible mental attitudes, and frame each state
S ∈ I as a set of mental attitudes S ⊆ D. Thus if PD
is the powerset (set of all subsets) of D, then according
to this reading of states I ⊆ PD. (Strictly speaking,
this notation confuses states with their attitudinal in-
terpretations, but that will not matter here.) Let B,
D, and I denote the sets (respectively) of all beliefs,
desires, and intentions in D.

Every framing of an agent implicitly identifies a
measure of constitutional reasoning since making a set
of deliberately chosen or intended changes in a state’s
attitudes may yield a set of attitudes outside the cho-
sen state space. That is, if I 6= PD, the modified set
of attitudes may not be in I, and to accommodate the
intended changes some additional, unintended changes
must be made to yield a state in I.

Constitutive logics

One of the most fundamental sorts of restrictions that
constitutions may place on the agent’s attitudes are
requirements for certain forms of closure and consis-
tency, that is, that the agent’s sets of attitudes form
“theories” with respect to some regular logic of at-
titudes. In decision theory, for example, full logical
consistency and closure is required of an ideally ra-
tional agent’s beliefs and preferences. In artificial in-
telligence, more limited forms of consistency and clo-
sure (i.e., weaker logics) are the rule, such as the clo-
sure and consistency enforced on concept descriptions
by automatic taxonomic classifiers in languages like
NIKL [Vilain, 1985], or the closure under resolution
and consistency with respect to explicitly noted con-
tradictions enforced by an ATMS [de Kleer, 1986].

If we view the state space as a data structure, then
logics of attitudes provide “upper bounds” on the state
space (to be restricted further by laws of thought),
or alternatively, provide lower bounds on the internal
structure required of individual states. In fact, the
theory of data structures offers an elegant and uni-
versal way of describing computable data structures
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as logical theories, in which the (partial) elements
of a data structure correspond exactly to the deduc-
tively closed and consistent sets in the logic of the
data structure. This is done using abstract (language-
independent) logics called information systems. Fol-
lowing Scott [1982], an information system Σ is de-
fined by three things: a set D of “finite” or initial
data objects, a set C of finite “consistent” subsets of
D, and an “entailment” relation ` on C × D. These
notions define a data type or domain by viewing each
individual data object as a “proposition” about do-
main elements, and each set of data objects as a partial
description of some domain element, with bigger sets
representing better descriptions. When descriptions
contain enough “propositions,” the sets of data ob-
jects characterize (possibly partial) domain elements,
and so we may identify the elements of the domain
with these sets of data objects. Each domain is char-
acterized by formal notions of consistency and entail-
ment of sets of domain elements, with the elements of
the domain being the subsets of D that are consistent
(that is, each of whose finite subsets is in C) and closed
under entailment (that is, which contain Y whenever
X ` Y and they contain X). The set of consistent,
closed subsets of D is written |Σ|.

Thus to specify constitution for I, we first provide
an information system Σ over the framing D such that
each state is closed and consistent with respect to Σ.
This means that each state of the agent is an element
of the domain defined by Σ, so that I ⊆ |Σ|.

Constitutive intentions and

satisfying states

It is usually not possible to view all constitutional re-
strictions on states as following from a logic of atti-
tudes, since widely used nonmonotonic constructs like
defaults cannot be captured in what we usually think
of as a logic. In some cases nonlogical restrictions
might be naturally made part of the fixed constitution,
as global conditions on states which refine the consti-
tutive logic. One example might be the rationality of
the set of constructive attitudes contained in a state
with respect to the state’s manifest attitudes [Doyle,
1989]. But many sorts of nonlogical restrictions, such
as individual defaults or reason maintenance justifica-
tions, are naturally viewed as locally applicable laws of
thought or constitutive intentions. Constitutive inten-
tions are intentions strictly about the agent’s cognitive
structure as opposed to intentions about the agent’s
environment or the agent’s relation to it. More specif-
ically, we mean them to be rules about the agent’s
mental structure that are always and immediately fol-
lowed.

To formalize the restrictions expressed by constitu-
tive intentions, we must identify constitutive inten-
tions in states and say what it means for a state to

satisfy them. To begin, we assume that each state
contains a single set of currently held laws that the
current state is required to satisfy. We write I? ⊆ I
to mean the set of all possible constitutive intentions
and I?(S) to denote the set of constitutive intentions
in state S.

Next, we view attitudes as attitudes towards propo-
sitions, and view propositions as sets of possible
worlds, where each possible world decomposes into a
state of the agent and a state of its environment. For-
mally, to complement the set I of possible internal
states of the agent we let E be the set of possible states
of its environment, and mildly abusing the notation
write W ⊆ I × E for the set of possible worlds. Like
I, the sets E and W are givens of the theory. Each
subset of W is a proposition, and we write P = PW
to mean the set of all propositions.

Since in rational control of reasoning we are con-
cerned with the agent’s reasoning about itself, the in-
ternal portions of propositions will be of more interest
than full propositions. We call subsets of I internal
propositions, and subsets of E external propositions.
If P ⊆ W is a full proposition, we say that

i(P ) = {S ∈ I | ∃E ∈ E (S, E) ∈ P}

and

e(P ) = {E ∈ E | ∃S ∈ I (S, E) ∈ P}

are respectively the internal and external projections
of P . We also call these the internal and external
propositions determined by P . Propositions purely
about the agent’s own state satisfy the condition P =
i(P ) × E . Propositions purely about the agent’s envi-
ronment satisfy P = I × e(P ).

We write ι : I? → P to indicate a meaning func-
tion ι for constitutive intentions. That is, if x ∈ I?,
the meaning of x is that the agent intends to act
to make its world W = (S, E) be one of the worlds
in ι(x). We assume that constitutive intentions are
purely about internal states. This means that the en-
vironmental portion of the proposition ι(x) is satisfied
by any world, so the intention reduces to the condition
that S ∈ i(ι(x)). For example, in viewing a reason
maintenance justification 〈IN(A), OUT(B), c〉 (where
A, B ⊆ D and c ∈ D) as a constitutive intention, we
assign an internal meaning of

{S ⊆ D | (A ⊆ S ∧ B ∩ S = ∅)⊃ c ∈ S}

(see [Doyle, 1983b]).
Finally, we say that a set X ⊆ D is satisfying just

in case it satisfies each of the constitutive intentions it
contains, that is, if X ∈ i(ι(x)) for every x ∈ I?(X).
Note that bigger sets may contain more constitutive in-
tentions, and so be harder to satisfy. Our assumption,
then, is that every legal internal state of the agent is
satisfying. In this way, legal states exhibit something
of Rawls’ [1971] notion of reflective equilibrium, agree-
ment between the agent’s principles and attitudes.
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Alternative representations

Putting constitutive logics and intentions together, we
have that the legal states of the agent are the closed,
consistent, satisfying states. More generally, we can
use similar ideas to represent constitutions for agents
with any sort of decompositions of states (not neces-
sarily just decompositions into attitudes) by treating
all elements of states as possessing constitutive import.
That is, we recast the meaning function ι as a function
ι : D → P giving the constitutive import of each ele-
ment of states, and require that legal states satisfy the
meanings of each of their elements (i.e., X ∈ i(ι(x))
for every x ∈ X). This enlargment of domain is in-
nocuous, since we can always give an element x with-
out true constitutive import the meaning ι(x) = P ,
which is a vacuous restriction satisfied by every possi-
ble state. This reformulation is particularly appropri-
ate when formalizing apparently non-attitudinal rep-
resentations like reason maintenance justifications.

The abstract notion of constitutive meanings is suf-
ficiently general that we may represent the same state
space via several different constitutions. For example,
one can make the constitutional meanings carry the
burden of the constitutive logic as long as the empty
set is a legal state, simply by redefining the mean-
ings of each x ∈ D to be ι′ = ι(x) ∩ (|Σ| × E). But
the intent is to use individual laws to express modu-
lar or local restrictions on states. Similarly, one can
attempt to push the restrictions of all legislation into
the constitutive logic. This cannot work if the legisla-
tion includes nonmonotonic conditions on states, but
some sorts of laws of thought, such as monotonic jus-
tifications and reason maintenance “nogoods,” can be
directly translated into information system structures.

Conclusion

Rational control of reasoning is usually conceived of
as making repetitive choices about pursuing and aban-
doning different inferential paths. This conception is
important, and is sometimes taken to exhaust the sub-
ject of limited rationality. But proper as it is for under-
standing some sorts of limits to rationality, it neglects
or obscures the role of habitual behavior in shaping the
limits to rationality that vary only slowly with chang-
ing levels of strictly computational resources. Habits
are not useful in every area of activity, but they are
central to many elements of human thought and ac-
tion, and are widely exploited in various guises in ar-
tificial intelligence systems. The different purposes of
different habits and the different computational prop-
erties of different representations and mechanizations
mean that habits will take many superficially different
forms in AI systems. But their meanings all appear
to take the same underlying forms, of which the two
most important categories are the notions of constitu-
tive intentions and constitutive logics.
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