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ABSTRACT

Volume rendering is a valuable and important technique for sci-
entific visualization. One well known application area is the re-
construction and visualization of output from medical scanners
like computed tomography (CT). 2D greyscale slices produced by
these scanners can be reconstructed and displayed onscreen as a 3D
model.

Volume visualization of medical images must address two impor-
tant issues. First, it is difficult to segment medical scans into indi-
vidual materials based only on intensity values. This can result in
volumes that contain large amounts of unimportant or unnecessary
material. Second, although greyscale images are the normal method
for displaying medical volumes, these types of images are not neces-
sarily appropriate for highlighting regions of interest within the vol-
ume. Studies of the human visual system have shown that individual
intensity values are difficult to detect in a greyscale image. In these
situations colour is a more effective visual feature, since the low-
level visual system can rapidly and accurately detect the presence
or absence of a particular target colour in a multi-coloured image.

We addressed both problems during the visualization of CT scans
of abdominal aortic aneurysms. We have developed a classification
method that empirically segments regions of interest in each of the
2D slices. We use a perceptual colour selection technique to identify
each region of interest in both the 2D slices and the 3D reconstructed
volumes. The result is a colourized volume that the radiologists are
using to rapidly and accurately identify the locations and spatial in-
teractions of different materials from their scans. Our technique is
being used in an experimental post-operative environment to help
to evaluate the results of surgery designed to prevent the rupture of
the aneurysm. In the future, we hope to use the technique during the
planning of placementof support grafts prior to the actual operation.

Keywords — aneurysm, colourization, computed tomography, CT,
image processing, medical imaging, scientific visualization, seg-
mentation, volume rendering.

1 INTRODUCTION

Volume visualization displays data representing volumetric objects
as 3D models on a computer screen. Volume rendering focuses
on one part of the volume visualization problem: the reconstruc-
tion and display of the 3D model. This allows users to view their
data sets in an appropriate three-dimensional context. Various tech-
niques, such as the use of transparency and cutting planes, can be
used to simultaneously display both the surface and the interior of
the volume.
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Figure 1: Scanning and 3D reconstruction, a medical scanner gen-
erates 2D slices, which are segmented, coloured, and reconstructed
into a 3D volume

One important application of volume visualization is the display
of 3D medical volumes. Medical techniques like computed tomog-
raphy (CT) and magnetic resonance imaging (MRI) use equipment
that scans the body in a user-chosen direction. The result is a set
of 2D intensity maps representing cross-sectional slices through the
body. Different intensities in a slice correspond to different materi-
als (e.g., bone, muscle, and fat) detected during the scan. The inten-
sity values returned by the scanner are often adjusted to try to high-
light areas of interest within the volume. Stacking the slices together
and resampling the data allows for the reconstruction of a volume
representation of the scanned region (Figure 1). Finally, the results
are displayedonscreen, allowing radiologists to visually explore and
analyze the output of the medical scanner.

Although 3D reconstructed volumes are often a dramatic im-
provement over the original 2D slices, the techniques used to build
the volumes must address a number of important problems. Dif-
ferent materials detected during the scan will have overlapping
greyscale ranges. This makes it difficult to isolate a particular type
of material based only on the intensity values in the 2D slices. The
3D reconstructed volumes are often displayed in greyscale, using
pixel intensities that are directly proportional to tissue density. In
many cases this is appropriate, since difference in intensity most ef-
fectively captures the high spatial-frequency differences that occur
in these types of images. However, greyscale images may not be
as useful when a user is searching for the location of a particular
material within the volume. Partial occlusion of the interior of the
volume, the inability of the low-level visual system to rapidly and
accurately find specific intensity values, and the possibility of over-
lapping greyscale ranges can combine to result in a time consuming
search through the image. In the worst case, the material in ques-
tion may be accidentally overlooked, reducing the value of the effort
spent to build and display the volume.

In this paper we address both problems in the context of a specific
set of medical images: CT scans of abdominal aortic aneurysms.
First, we have developed a new classification method to empirically
determine the correct boundaries for regions of interest in our scans;
material that does not correspond to one of these regions is elimi-
nated from each of the 2D slices. Second, we use a colourization
technique to distinguish each of our regions of interest in both the
2D slices and the 3D reconstructed volume. A perceptual colour se-



Figure 2: An image of the abdominal anatomy, showing the major
arteries and organs of interest

lection algorithm is used to guarantee that the colours we choose are
all equally differentiable from one another. The result is a colour-
ized volume that the radiologists can use to rapidly and accurately
identify the exact locations of individual materials of interest. Our
techniques are being used in an experimental post-operative envi-
ronment to assess the effectiveness of grafts placed within aortic
aneurysms. In the future, we hope to use our visualizations to help
to plan placement of the grafts prior to an operation.

1.1 Abdominal Aortic Aneurysms

An abdominal aortic aneurysm (AAA) is a focal dilation of the ab-
dominal aorta (which has a normal diameter 2cm) usually below the
level of the renal arteries (Figure 2). Patients that develop AAAs
likely have a basic genetic predisposition as this disease unequivo-
cally runs in families. Other contributing factors probably include
smoking and high blood pressure. By the age of 80, over 5% of
white males will develop an AAA. AAAs are among the top ten
causes of death in white males over 55, due to their propensity to
silently enlarge and subsequently rupture resulting in shock and ul-
timate death in more than 80% of cases. For unknown reasons the
prevalence in elderly males is five times that of females.

Size of the AAA is the best predictor of risk of rupture. Over a
period of only a few years an AAA measuring 5 to 6cm in diameter
has a rupture rate of about 50%. Therefore, most surgeons agree that
a repair should be undertaken unless there are other underlying med-
ical conditions making the procedure too risky. Other worrisome
features heightening the risk of imminent rupture include rapid ex-
pansion of the AAA (greater than 0.5cm/yr) or the development of
abdominal pain unexplained by other causes.

Traditional repair of an AAA entails a major operation with an
incision into the aneurysm, evacuation of the clot contained within,
placement of a synthetic graft, and wrapping of the graft with the
remnants of the wall of the AAA. Mortality rates from the surgery
are in the range of 1 to 2%. The associated hospital stay is typi-
cally 7 to 10 days, several of which are spent in the intensive care
unit. The patient generally requires 6 to 8 weeks of recovery at home
prior to commencingnormal activity. Many elderly patients are sim-
ply in too poor a medical condition to survive the surgery. Because
of these factors a new treatment option, endovascular stenting, has
been proposed and is currently undergoing clinical trials. This pro-

Tynes

Figure 3: Stent grafts, showing a bifurcation graft placed in the iliac
arteries (upper image), and a close-up of a graft and the tynes used
to support it and hold it in place in the artery (lower image)

cedure does not require general anaesthesia and can be done less
invasively by simply placing a self-expanding stent (Figure 3) via
a catheter into the AAA to stabilize it. Less fit patients are able to
withstand the procedure, hospital stay is cut to 1 to 2 days, and post-
operative recovery is shortened considerably.

Several key pieces of information are necessary prior to under-
taking any repair (either operative or endovascular), including: ac-
curate measurement of AAA diameter and length, determination
of distance between the renal arteries and the proximal end of the
AAA, and measurement of the distance between the distal end of
the AAA and the aortic bifurcation (Figure 2). There are a num-
ber of imaging modalities available including angiography, ultra-
sound, computed tomography (CT) and magnetic resonance imag-
ing (MRI) which are capable of providing the answers to varying
degrees, but all suffer from a number of shortcomings. Therefore,
we have turned to 3D reconstruction of axial spiral CT images (MRI
images could be used interchangeably) in an attempt to solve the
shortcomings.

Spiral CT enables extremely fast scanning through the range of
the AAA. This allows a volumetric data set to be obtained free of
misregistration artifacts. Optimum opacification of the aorta, which
brightens the vessel in greyscale images, can be done using an intra-
venous contrast material. This improves the ease of segmentation.
The volumetric data also allows for overlapping reconstructions of
thinly collimated scans, which further enhances resolution in the Z-
axis, thereby reducing staircase artifacts.

We hypothesize that 3D reconstructions that can be rotated and
viewed from any angle will be the most accurate representation of
the relationship between the neck of the aneurysm and the renal ar-
teries and thus will provide the best measurements. This can of-
ten be difficult to appreciate in 2D due to the tortuosity (that is, the
amount of twisting and bending) of the aorta in this region. Mea-
suring distances accurately is paramount to both types of repair. In
the case of operative repair one must determine if there is adequate
space to clamp the aorta, and in the case of endovascular repair if
adequate space is available to anchor the stent below the renal ar-
teries. Positioning the stent inappropriately across the renal arter-
ies would result in their occlusion, most likely leading to permanent
renal failure. Measuring the distance between the distal end of the
AAA and the aortic bifurcation will determine whether a tube stent
can be used, or whether a more complicated bifurcation stent or graft
will be necessary. Accurate diameter measurement of the AAA is
required to properly size the stent. This is optimally done at right
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angles to the long axis of the AAA, a view that is difficult to pro-
vide using only 2D slices. Improper sizing may result in leakage
of blood around the graft, which defeats the purpose of the proce-
dure (i.e., the prevention of further AAA expansion). An incorrectly
sized stent might also dislodge and drift downstream. The length of
the AAA, ideally along the bloodflow centerline, needs to be known
to determine proper stent length. Again, this representation is only
available in a 3D image. A stent that is too short may result in sub-
sequent AAA development in the unprotected segment of the aorta,
while a stent that is too long may result in the stent kinking. Finally,
a post-operative rendering can be useful for judging final stent po-
sition.

1.2 Volume Visualization

There are many three-dimensional rendering methods available for
visualizing medical data. We believe that volume rendering [4] is
the most appropriate for our application. This technique produces
high quality images without any intermediate geometric represen-
tation, which may be time-consuming to generate. In our case, the
metal tynes that support the stent graft form a pattern (Figure 3) that
would be extremely difficult to reconstruct using a surface-based
method. The resulting images have also been shown to be very ef-
fective in the portrayal of the relationships among anatomical struc-
tures [9], especially through the use of colourand transparency. This
is important, since the aneurysm surrounds the aorta and the stent
graft. Volume rendering is the most effective way to see the entire
stent graft and aorta without losing detail contained in the aneurysm.
Also, since volume rendering preserves information about each ob-
ject’s interior as well as its surface, clipping the volume at various
angles can be used as an effective method for measuring parts of the
volume. This technique can provide the radiologists with the accu-
rate AAA measurements they require during their surgical proce-
dures.

This paper presents the results to date of our research into using
volume rendering for the analysis of AAAs. This work is similar in
principle to [1], but has a less clinical emphasis. Rather, we focused
on reconstruction methodologies and the use of perceptual rules dur-
ing volume rendering. The next three sections describe in detail our
techniques for segmenting and classifying the 2D slices, colouring
the resulting regions of interest, and displaying and manipulating the
reconstructed volume.

2 METHODOLOGY

2.1 Segmentation and Classification

Segmentation involves processing the raw greyscale images to en-
able or enhance the visualization of structures that are useful for
analysis, while suppressing or eliminating the structures that would
otherwise obstruct our view of the areas of interest. In our case, the
objects that we need to view as clearly as possible are the aorta and
branch vessels, the aneurysm, and the metal tynes that support the
stent graft. The Dacron fabric of the stent graft does not appear ap-
preciably in the 2D images, so the tynes are the only way of deter-
mining the position of the graft. Objects such as the spine, kidneys,
and fatty tissue should not appear to any significant extent in the vol-
ume rendering.

There are many segmentation methods available, ranging in com-
plexity from manual editing to knowledge-based domain-specific
techniques. The decision of which methods to use depends on char-
acteristics of the greyscale images and properties of the volume ren-
derer. For example, probabilistic classifiers, which assign the per-
centage of individual tissues within each voxel from greyscale in-
tensities or CT values [4, 5], have trouble separating structures that

have similar greyscale ranges in the 2D images. Using a combina-
tion of techniques, such as those described in [6] for visualizing liv-
ers with tumors, is often the most effective approach.

In our case, we find that a combination of simple cropping and
percentage classification can separate out most of the structures of
interest. Percentage classification is a generalized form of thresh-
olding that allows a voxel to contain a mixture of tissue types. This
minimizes aliasing effects such as staircasing or jagged edges at
tissue-density transitions [8].

We use percentage classification to create smooth and accu-
rate boundaries between the tynes and the aorta and between the
aneurysm and air. Unfortunately, using percentage classification to
separate the aorta and air introduces two visual artifacts into our vol-
ume. The first occurs when we pass from air into a blood vessel. In
the greyscale slices air is black (an intensity value 0), the aneurysm
is grey (intensity values ranging from approximately 0.4 to 0.5), and
blood vessels are bright white (an intensity value near 1.0). If we use
percentage classification, voxels at the boundary of a blood vessel
will be classified as some part air and some part vessel. This will
result in an intermediate intensity for the voxel. If that intermediate
intensity happens to lie in the greyscale range for the aneurysm, the
voxel will be incorrectly classified as part of the aneurysm.

The second type of visual artifact also occurs at the wall of a
blood vessel. Percentage classification will identify voxels on the
boundary of the vessel as some part vessel wall and some part sur-
rounding material. In order to provide effective antialiasing, we
need to assign a reasonably large opacity to the vessel walls. How-
ever, the stent grafts lie inside the vessel walls. Increasing the opac-
ity of the walls hides the grafts and their corresponding tynes. Since
clarity of the tynes is vital to analyzing which parts of the vessel
wall are supported, we decided that most of the vessel wall should
be thresholded out. In cases where there is no stent graft, visibility
of the tynes is not an issue, and aliasing by default is significantly
reduced. Because of the visual artifacts described above, we chose
to use simple thresholding to segment the blood vessels.

Using our intensity-based techniques, the most problematic ob-
ject to segment is the aneurysm itself, because of its similarity in
intensity to other soft tissue that often surrounds it. In most cases
the aneurysm spans only 30 to 40 slices, and is fairly well-defined
in shape in the 2D images. Because of this, it is easy for the radiol-
ogists to identify slices that contain some part of the aneurysm. For
slices that do not contain aneurysm tissue, pixel values with simi-
lar intensity ranges can simply be classified as air. For slices that
do contain the aneurysm, a number of manual and semi-automatic
techniques were investigated to try to segment the aneurysm (e.g.,
interactive clipping planes and region growing), however, none of
these methods gave completely satisfactory results. Moreover, in
order to reconstruct the volume quickly, we would like to avoid as
much human-interaction as possible when the slices are segmented.

Accurate boundary values are required for percentage classifica-
tion and thresholding. We have developed an effective method for
empirically determining these values. Since CT images are typi-
cally 16-bit, and most display systems do not support greyscale im-
ages greater than 8 bits deep, scaling is usually required to visu-
alize the 2D slices. This can cause loss of information in cases in
which we are interested in objects at both the high and low ends of
the intensity range. In our case, the blood vessels and tynes have
the highest intensity values, whereas the aneurysm has much lower
intensities. Scaling the entire range down to 256 values causes the
boundariesbetween the blood vesselsand the tynes to become indis-
tinct. Figure 4a shows this lack of definition when we try to view all
the regions of interest simultaneously. Our solution is to analyze the
high and low-order bytes of the image separately, thereby minimiz-
ing unnecessary scaling. Two images of the slice are formed, one
using only the high-order bytes (Figure 4b), the other using only the
low-order ones (Figure 4c). The high-order image shows the high-
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Figure 4: Segmentation and classification of a 2D CT slice; (a) the
original slice with greyscale intensities reduced to 8 bits; (b) the high
intensity pixel values, quantized into ranges of width 256; (c) the
low intensity pixel values; (d) the segmented result

est pixel intensities, quantized into ranges of width 256. For exam-
ple, a pixel with intensity value 1 is actually a pixel with an inten-
sity value between 2

8 and 2
9
� 1 in the original image. This gives

a rough classification of the high pixel values. We then adjust this
image with information gained from looking at the low-order image,
which contains information about the variations within these ranges,
as well as the lower intensity pixel values, until we get an image that
is representative of the classification that we want (Figure 4d). In
our case, the low-order image contains all of the aneurysm inten-
sities, as well as those of the blood vessel walls. Figure 4b shows
the tynes and the aorta very clearly, with some “bleeding” from the
tynes, an effect that is typical when metal objects are scanned with
CT. Figure 4c shows the boundary of the aneurysm very clearly. We
start with (b) and bring in parts that we want from (c). In essence,
(b) is used as a mask, and the strength of the mask at each pixel de-
pends on properties derived from (c). We obtain important charac-
teristics from both images (i.e., the boundariesbetween the aorta and
the tynes from Figure 4b, and the boundary of the aneurysm itself
from Figure 4c). These characteristics are necessary to produce Fig-
ure 4d, which shows the tynes (with no bleeding), the aorta and the
aneurysm all very clearly. Note that noise within the aorta in (c), an
artifact created by splitting the original image, exactly cancels that
from (b).

Although the adjustment stage requires some human interven-
tion, once a classification for a certain scanning protocol has been
determined, it never needs to be changed. The classification can au-
tomatically segment any scan derived from the given CT protocol.
Protocols for a given patient condition change infrequently in a clin-
ical environment, so the need to perform this adjustment procedure
is rare.

The advantages of analyzing the two bytes separately include
having to look at far fewer pixel values in general, being able to
view all of the data simultaneously without scaling, and the inherent
simplicity of the method. In all of the cases to date, our classifica-
tion and rendering techniques give the aneurysm enough clarity so
that other segmentation methods are unnecessary. We believe this
method has potential application in analyzing other types of high-
contrast scans.

Once the classifications have been determined, a colour and an
opacity is assigned to each tissue type. The tynes are given the high-
est opacity, followed closely by the blood vessels. The aneurysm
is given approximately half the opacity value of the blood vessels.
The result is an image where the tynes and aorta show through the
aneurysm very well, giving a complete 3D view of structural rela-
tionships between the three objects of interest.

2.2 Colourization

We use colour to highlight each of the three objects of interest (the
arteries, the aneurysm, and the tynes) in our reconstructed 3D vol-
umes. Normally, greyscale images are used to visualize 3D medical
volumes [11, 10], because the high spatial-frequency components
in a typical medical volume are most easily detected by the visual
system through differences in luminance.

The radiologists are interested in rapidly identifying the general
location of each object of interest, in particular they want to see
where the tynes lie within the arteries and the aneurysm. We felt
representation using colour would be most effective for this type of
visual region detection. Studies of the human visual system have
shown that only the two end values of a greyscale range can be
rapidly and accurately detected in a greyscale image [13, 12]; val-
ues from the interior of the range are much more difficult to iden-
tify. Previous work in our laboratory found that up to seven differ-
ent colours can be displayed simultaneously, while still allowing a
viewer to rapidly and accurately determine whether any one of the
colours is present or absent in an image [7]. Finally, our segmen-
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tation procedure allows us to identify uniquely the three objects of
interest. Material that does not correspond to one of these objects is
removed from the CT slices before they are visualized.

We use our colour selection algorithm to choose three colours
to represent the three objects in our reconstructed volumes. The
colours are chosen to maximize perceived difference to one another
using a multi-criteria selection technique [7]. This is in contrast
to the traditional methods of colour selection for medical volumes,
which are largely based on aesthetics [8]. In our case, selection is
performed in a perceptually balanced colour model, where the Eu-
clidean distance between pairs of colours can be used to approxi-
mate their perceived colour difference. We use the CIE LUV colour
model, although any perceptually balanced model can be chosen.
Colours are selected such that:

� The distance between them is constant and above a minimum
threshold.

� Each colour can be separated from all of the other colours by
a straight line.

� Each colour occupies a unique named colour region, that is, no
two colours occupy the same named colour region.

Results from the original colour selection experiments showed
that all three effects need to be considered to guarantee equally dis-
tinguishable colours.

The algorithm begins by defining a colour region from which to
choose colours. Individual colours are selected from the boundary
of this region. Each colour is chosen such that it has minimum dis-
tance and linear separation from all the other colours. Normally,
colour distance (to the nearest neighbour) and linear separation are
held constant for each colour. For example, in Figure 5 we are
choosing five colours that lie along the circumference of a circle.
The circle sits in a 2D isoluminant slice through the CIE LUV colour
model. By selecting colours that are equidistant around the circle,
we guarantee that each colour has a constant distance d to its two
nearest neighbours, and a constant linear separation l from all the
other colours.
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Figure 5: Five colours selected along the circumference of a circle
embeddedin a slice through the CIE LUV colour model; each colour
is equidistant along the circle, to guarantee a constant distance d to
its two nearest neighbours, and a constant linear separation l from
all the other colours

Finally, we must ensure that no two colours occupy the same
named colour region. Notice that the circle in Figure 5 has been
subdivided into eight named regions. We use a simple technique to

quickly divide any part of a colour model (in this case, the circum-
ference of a circle embedded in CIE LUV) into named regions. Our
technique uses an automatic step to initially divide the model into
ten named regions. This is followed by a short experimental step,
where individual users name representative colours from each of the
ten regions. This allows us to compress regions that have a high per-
ceptual overlap with one another. In our example two regions were
compressed, resulting in the final eight regions shown in Figure 5.
Notice that the five example colours we have chosen are all located
in their own named region.

Although the original experiments were restricted to isoluminant
colours (i.e., colours with the same perceived brightness), for the CT
images we choose colours with different intensities. There is evi-
dence which shows that a random intensity pattern masks the identi-
fication of colour boundaries [3]. However, in our images individual
colour regions are spatially connected, resulting in spatially coher-
ent intensity regions (as opposed to a random pattern of different in-
tensities). Using colours with different intensities allows us access
to a larger number of named colour regions (e.g., colours that we
name “yellow” must be bright, otherwise they are named “brown”).
Using colours with different intensities also helps to highlight the
boundaries between different objects of interest.

The radiologists ask us to avoid using greens during visualiza-
tion, since green and green-yellow are conceptually identified as
bile in these types of medical images. We used our selection tech-
nique to choosecolours from the non-green regions of our monitor’s
colour gamut. The result was three colours: a purple-blue (monitor
RGB=142, 141, 163) that is used to represent the aneurysm, a yel-
low (monitor RGB=194, 149, 8) that is used to represent the blood
vessels, and a red (monitor RGB=255, 0, 6) that is used to repre-
sent the tynes. The three objects of interest are visualized in colour
in both the 2D CT slices and the 3D reconstructed volume. There
was some concern that the alpha-blending used to visualize the 3D
volume might skew our colours. However, the final images do not
exhibit this problem. The colours we chose allow the radiologists to
rapidly and accurately identify the exact locations of the tynes, the
arteries, and the aneurysm.

2.3 Volume Rendering

The volume renderer that we are using is a modified version of Vol-
ren, a product of Silicon Graphics, Inc. (SGI) that is based on the
OpenGL graphics language. The basic principle behind this ren-
derer is to define the volumetric data as a three-dimensional tex-
ture and render it by mapping it onto a stack of “display slices” that
are orthogonal to the viewing direction [2]. After the texture data
is built, lookup tables are used to colourize it. The slices are then
blended as they are rendered back to front (Figure 6). This technique
can take advantage of the hardware-accelerated texture mapping ca-
pabilities of certain workstations, such as the SGI Indigo II High Im-
pact that we are currently using. Our modifications to Volren include
adding several resampling filters (variants of a Gaussian filter) for
noise removal. Another enhancement is an increase in the number
of display slices on which the texture is mapped (this includes a cor-
respondingdecrease in the distance between display slices, to ensure
the size of the object does not change). This improves considerably
the quality of the images, especially in areas where the user is look-
ing through a semi-transparent object.

Volren includes a number of features that are especially important
to our application. It allows the user to interactively rotate and clip
the volume, which is very useful for determining the geometry of an
object. Not only can this provide the clinicians with the exact static
view that they want, but the motion gives them important depth in-
formation as well [8]. Volren also allows the user to interactively
modulate the overall opacity of the volume. We have carefully cho-
sen the opacities of the aorta, tynes and aneurysm so that decreas-
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Figure 6: Volren Algorithm

ing the overall opacity mostly affects the visibility of the aneurysm.
In this manner, we can have the aneurysm ranging from completely
opaque to entirely invisible, depending on where we want to focus
our analysis.

3 RESULTS

An actual clinical data set is used to demonstrate our techniques.
The patient is an elderly male with a large abdominal aortic
aneurysm and a bifurcation stent graft installed. The original data
consists of 128 slices from a Toshiba Xpress SX helical CT scan-
ner. The slices were reconstructed at 3mm intervals to produce the
greyscale images. Other than removal of the spine behind the aorta,
no manual segmentation was done in preparation for rendering. The
data sets contain 128 slices of size 128�128 pixels. Volren requires,
on average, about five seconds to read a data set, and about 17 sec-
onds to display an initial rendering. After the initial rendering is pro-
duced, the data set can be manipulated interactively by the user (our
machines can display approximately 10 frames per second).

In order to demonstrate the effectives of both the mask segmenta-
tion technique and proper colour selection, consider a reconstructed
AAA volume using four different representations. The simplest vi-
sualization (Figure 7a) displays the volume without segmentation
or colour selection. Figure 7b shows the result of masking unimpor-
tant material, but continues to use greyscale intensities to visualize
the resulting volume. Colour Plate 1a displays the segmented vol-
ume with a set of colours previously selected by the radiologists. Fi-
nally, Colour Plates 1b-1d display the segmented volume with a set
of colours chosen using our colour selection algorithm.

Greyscale images produced with no masking and no colour selec-
tion provide little or no information of interest to the viewer. Most
of the important objects are occluded or hidden by materials near the
outer edge of the volume. Volren allows us to change the opacities
of different materials, and to apply cutting planes to try to cull out
unimportant areas of the volume (Figure 7a). None of these tech-
niques, however, will allow us to obtain a clear view of only the
aneurysm, the arteries, and the tynes.

The greyscale image in Figure 7b is much more effective than
an unmasked rendering. Our masking technique has been used
to remove material in the volume that does not correspond to the
aneurysm, the artery walls, or the tynes. Whereas images with no
masking are essentially unusable, the representation in Figure 7b
provides a variety of information about the scanned region. Be-
cause of the initial masking step, the structure of arteries and the
aneurysm is clearly displayed. Viewers can also distinguish be-
tween the aneurysm and the artery walls.

The voxel intensities used in Figure 7 are directly proportional
to the original pixel intensities in the unprocessed 2D images (Fig-
ure 4). As with those images, certain areas in the volume suffer from
the same lack of definition in the tyne boundaries. The tyne posi-
tions are only visible outside of the aneurysm. When the aneurysm

(a)

Aneurysm

Iliac
Arteries

Tynes

Aorta

Renal Artery

(b)

Figure 7: Volume rendering in greyscale: (a) a volume displayed
without segmentation, cutting planes and transparency were used to
show a cross-section of the aneurysm and the aorta; (b) the same
volume after applying our initial segmentation step, the structure of
the aneurysm and aorta are now clearly visible
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and the arteries overlap, the locations of the tynes are hidden. De-
creasing the opacity of the aneurysm will eventually show the tynes,
but at that point the aneurysm itself becomes so transparent that its
boundaries and depth can no longer be identified. We feel Figure 7b
represents a good tradeoff between the ability to see the tynes in the
artery walls and the opacity of the aneurysm. Although it is possi-
ble to identify the general location of the tynes within the artery, the
specific patterns they form, and the locations where different grafts
mesh with one another are not readily apparent. Moreover, it is dif-
ficult to see whether there is adequate reinforcement of the blood
vessels.

Colour Plate 1a shows the same reconstructed CT volume as Fig-
ure 7. Our masking technique was used to ensure that only the ar-
teries, aneurysm, and tynes were included in the 2D slices used dur-
ing the reconstruction. A colourmap chosen by radiologists was ap-
plied to the resulting volume. The colourmap was obtained in a
trial and error fashion to try to best represent data from individual
data sets; perceptual issues were not consideredwhen the colourmap
was designed. Colouring the volume provides a dramatic improve-
ment over the greyscale image. The structure of the scanned re-
gion is very clear, due in large part to our initial masking step. The
colourmap used by the radiologists does a good job of highlighting
the artery walls and the tyne locations (represented by yellow and
red, respectively). However, the aneurysm itself (shown as a red
cloud around the artery) is not as well defined. In particular, when
the aneurysm overlaps with the artery, it disappears from view. This
makes it very difficult for the radiologists to determine depth from
the image, in particular, it is almost impossible to tell how far certain
parts of the aneurysm extend from the wall of the artery. To obtain
this measurement, the radiologists needed to rotate the volume re-
peatedly, in an effort to avoid looking “straight-on” at the aneurysm
and the underlying arteries and tynes. Increasing the opacity of the
aneurysm makes it stand out more strongly. However, this begins to
obscure the location of the tynes. Colour Plate 1a was the best trade-
off we could obtain between showing clearly the artery wall and tyne
locations, and increasing the opacity of the aneurysm to show fully
its 3D structure.

The problems encountered in Colour Plate 1a occur because the
colours used for the arteries, aneurysm, and tynes are not equally
distinguishable from one another. We used our colour selection
technique to choose three new colours; our algorithm tries to ensure
that any of the colours can be rapidly and accurately detected in the
image. The radiologists asked us to avoid choosing green or green-
yellow colours, since these are associated with bile in the context of
coloured medical volumes. This requirement significantly reduced
which parts of the colour model were available to us. In spite of this,
we were able to pick three colours that had a very strong perceived
difference from one another. These colours were used to produce
the volume in Colour Plate 1b. The location of the tynes within the
artery walls is as clear as in Colour Plate 1a. Moreover, the entire
3D structure of the aneurysm can be clearly identified. Depth in-
formation is not lost when the aneurysm and the artery wall overlap
with respect to the viewing direction. Our colours make it easy for
the radiologists to estimate how far the aneurysm extends from the
artery wall. Using perceptual rules to select our colours provides a
more effective visualization, even when compared to the colourmap
previously being used by the radiologists.

Colour Plate 1c uses Volren’s interactive cutting planes to slice
diagonally through the volume. The slice allows us to measure
the cross-sectional area of the aneurysm and the two iliac arteries.
It also shows how the tynes are positioned just inside the wall of
the artery. This image also helps to demonstrate the advantages
of volume rendering when compared to other techniques like 2D
slices or surface representations. 2D slices are taken at a fixed ori-
entation through the volume. This makes it impossible to look at
cuts through the volume from a different viewing direction. Sur-

face models support arbitrary viewing directions, but they lose in-
formation about the density of material within the volume. Infor-
mation about the thickness and density of the aneurysm would not
be available in a surface rendering. This is especially important in
cases where leakage from the stent into the aneurysm occurs, be-
cause changes in the density of the aneurysm would be symptomatic
of this condition.

Colour Plate 1d uses a viewing direction that is orthogonal (or
“straight-on”) to one of the iliac arteries. This viewing direction
shows the zigzag pattern the tynes make when they are embedded
within the artery. Our masking technique is capable of extracting
this level of detail in each 2D slice, even in these smaller blood ves-
sels. Applying an effective colourmap allows effortless detection of
the locations, patterns, and interactions between different materials
in the volume. Note that we can view the pattern of the tynes much
more clearly on the artery that is perpendicular to the viewing direc-
tion, in contrast to the artery that is heading away from the viewer.
This shows how the ability to change viewing angles can be impor-
tant in volume visualization. The interactive rotation feature in Vol-
ren is extremely useful in such cases. Colour Plate 1d also shows
increased opacity in the aneurysm, also interactively adjustable, as
compared to the other images in Colour Plates 1a-1c.

The radiologists have now started to use our results to view their
CT scans. The figures in Colour Plate 1 represent a post-operative
scan of a patient who underwent the endovascular stenting proce-
dure. Our visualizations allow the radiologists to identify important
details in the volume. For example, when the radiologists looked at
the volume in Colour Plate 1b, they immediately noticed an area in
the artery that was not supported by the grafts (the two large yellow
areas inside the aneurysm in Colour Plate 1b that have no red, and
hence no tynes supporting them). This occurred because one of the
grafts in the iliac artery was not pushed up far enough to mesh with
its upstream partner. Although this poses little risk to the patient,
it is very useful for the radiologists to be able to examine the re-
sults of their surgical procedures in this manner. Other visualization
techniques (e.g., surface meshes or 2D slices) would have made it
more difficult for the radiologists to identify and estimate the size of
this region of low support. In the future, we hope to use our volume
rendering technique to allow the radiologists to help in planning the
surgical procedure.

4 CONCLUSIONS

In this paper we have presented ongoing work in the use of volume
rendering in the pre and post-operative analysis of abdominal aor-
tic aneurysms. Each CT data set passes through two stages during
visualization: a segmentation stage to isolate the regions of interest
(the aneurysm, the arteries, and the tynes), and a colourization stage
to highlight each region.

We investigated a number of common segmentation techniques
(e.g., interactive clipping planes and region growing) when we tried
to identify the aneurysm, the arteries, and the tynes in each 2D slice.
Unfortunately, none of these gave completely satisfactory results.
To overcome this, we developed a new segmentation technique that
empirically combines low and high-order intensity images to clas-
sify accurately objects of interest in a set of 2D CT slices. Our tech-
nique effectively identifies the locations of and boundaries between
the three regions of interest. This is crucial to reconstructing an ac-
curate 3D volume.

We also discussed a perceptual method for selecting groups of
highly distinguishable colours. Our technique uses three separate
criteria to build groups of colours which can be rapidly and accu-
rately identified from one another. Colours obtained using this tech-
nique improved the effectiveness of our visualizations when com-
pared to both greyscale images and colourmaps chosen in a more
aesthetic fashion. Finally, we showed how our rendering techniques
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can be used to display and analyze real clinical data in a number of
important and useful ways.

5 FUTURE WORK

There are a number of areas that we hope to improve upon in order
to produce even more accurate images in a shorter period of time.
Anti-aliasing measures to reduce staircasing at blood vessel and air
boundaries is topmost on the list, becausemost radiologists consider
this to be an important issue. Experiments aimed at smoothing the
boundaries by interpolation methods have had some initial success.

Another area we plan to address is the segmentation procedure.
Since the shape of aneurysm tissue is well-defined in the 2D slices,
some form of automatic segmentation seems to be a realistic short-
term goal. As mentioned previously, region-growing methods have
strong potential here.

All of our classifications are currently determined by empirically
selecting tissue boundary values, because fairly simple automatic
techniques such as histogram-based classification [6] do not work
well for our data. Even though we can generate transfer functions
fairly quickly with our current methods, it would be desirable to
have a way of automatically modifying these functions to account
for changes in the scanning parameters (e.g., the intravenous con-
trast material being used).

The use of stereoscopic displays is another area for further explo-
ration. Preliminary tests have suggested that clinicians would find
stereo useful for establishing depth cues without rotating the volume
and thereby altering the viewpoint. Combining stereo displays with
a built-in measurement tool would be helpful for volumetric analy-
sis.
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(a) (b)

(c) (d)

Colour Plate 1. An abdominalaortic aneurysmvisualized with different colourmapsand viewing directions: (a) the original colourmap previously being used by
the radiologists; (b) the same aneurysmand viewing direction, but using our perceptual colourmap; (c) a cut through the volume created with Volren’s interactive
clip planes, showing the cross-sectional area of the aneurysm and the two iliac arteries, and the tyne locations; (d) an orthogonal viewing direction, showing
clearly the location of the tynes in the vertical iliac artery
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