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Abstract We propose a novel scheme to visualize combina-
torial auctions; auctions that involve the simultaneous sale of
multiple items. Buyers bid on complementary sets of items,
or bundles, where the utility of securing all the items in the
bundle is more than the sum of the utility of the individ-
ual items. Our visualizations use concentric rings divided
into arcs to visualize the bundles in an auction. The arcs’
positions and overlaps allow viewers to identify and follow
bidding strategies. Properties of color, texture, and motion
are used to represent different attributes of the auction, in-
cluding active bundles, prices bid for each bundle, winning
bids, and bidders’ interests. Keyframe animations are used
to show changes in an auction over time. We demonstrate
our visualization technique on a standard testbed dataset
generated by researchers to evaluate combinatorial auction
bid strategies, and on recent Federal Communications Com-
mission (FCC) auctions designed to allocate wireless spec-
trum licenses to cell phone service providers.

Keywords Combinatorial auction · Ecommerce ·
Perception · Visualization

1 Introduction

Combinatorial auctions are auctions where multiple items
are sold simultaneously. Buyers place bids on bundles of
items rather than bidding separately on individual items.
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This ability to bid on bundles makes combinatorial opti-
mization and mathematical programming relevant for solv-
ing the distribution of items that maximizes all buyers’ utili-
ties. Thus, combinatorial auctions are studied in economics,
operations research, and computer science [10, 12, 17].

Combinatorial auctions allow buyers to fully express
their preferences, particularly when items are complemen-
tary. A complement is a set of items S = { i1, . . . , in } that has
a greater utility than the sum of the utility for each individ-
ual item, u(S) >

∑n
j=1 u(ij ). For example, a pair of shoes

is more valuable than a left shoe or a right shoe alone. The
value of an individual item ij ∈ S may differ between bid-
ders, particularly if a bidder already possesses other items
in S.

Combinatorial auctions have been employed in a variety
of industries: transportation routing, airport arrival and de-
parture scheduling, and allocating radio spectrums for com-
munications services [3, 11]. In each case, the motivation for
using a combinatorial auction is the complementary nature
of the desired resources. For example, a trucker’s cost for
handling shipping to a new destination depends on his orig-
inal routes. If the new destination is near his existing path,
the cost for shipping goods there will be relatively lower
than shipping to a location not near the path.

To date, combinatorial auction results are normally pre-
sented as data tables showing active bundles, bid prices, bid-
ders’ demand sets, competitive allocations of items to win-
ners, and so on. Table 1 shows two rounds of an auction,
and the final bundle prices, involving four bidders and three
items. The table is effective for showing quantitative results
of the auction. However, it can be difficult and time consum-
ing to gain an overall understanding of the relationships be-
tween different bidders, their interests, and their bid strate-
gies, particularly as these properties change during the life-
time of the auction. Our goal for this project is to provide a
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visualization that complements the data table. Specifically,
we want to:

1. Produce a concise spatial layout to increase the amount
of information contained in our visualizations.

2. Visualize bundle prices, competitive allocations, and bid-
ders’ interests using colors and textures selected using
guidelines from visual perception.

3. Visualize changes in an auction over time using motion,
again selected based on guidelines from human percep-
tion.

Researchers generally analyze results in two ways: (1) as
a post-processing operation after an auction completes; or
(2) as an auction runs. Our technique is designed to support
both needs, allowing viewers to track an auction’s state in
real-time as it unfolds, or to visualize auction logs to see how
an auction progressed. Our expectation is that the visualiza-
tions will be used to quickly explore an auction to identify
interesting bundle prices, bid strategies, allocations of items,
changes in a bidder’s interests, and so on. These events can
then be examined in more detail by studying related values
in the data table.

2 Iterative proxy combinatorial auctions

Our first testbed dataset involves a type of combinatorial
auction known as an iterative proxy combinatorial (IPC)
auction [16]. The auction iterates in rounds, with proxy
agents acting in place of the actual buyers. Each buyer sub-
mits to his agent the amounts that he is willing to pay for
each bundle before the auction begins. Agents bid on be-
half of their buyers based on these amounts. An agent’s
profit for each bundle is the difference between the price the
buyer pays and the price the agent pays to win the bundle.
Since agents will never bid above the buyer’s price, profit
for any bundle won is always greater than or equal to zero.
All agents act to try to increase their profit.

At the start of each round, agents submit offers for bun-
dles where they think they can maximize their profit. The
auctioneer receives the bids and solves the winner determi-
nation problem (WDP) to assign items to agents. The auc-
tioneer announces the winners and winning prices to end the
round. This process continues until the auction ends. The
iterative nature of the auction allows agents to offer pro-
visional prices, then adjust their allocations based on other
agents’ bids.

Each agent maintains a demand set of bundles that will
maximize the agent’s profit, based on the bundles’ current
prices. As the auction progresses and bundle prices change,
an agent’s demand set will also change. At the beginning of
a round, an agent may increase the bid on a preferred bundle
or pass. If an agent wins a bundle, or if the agent cannot

Fig. 1 The same two steps from Table 1, displayed using our visual-
ization strategy

generate profit from the bundle, he will pass for the next
round.

To simplify the auction, certain rules are applied to our
testbed. An agent may have multiple bundles in his demand
set, but he can increase his bid on only one bundle per round.
The bid increment adds a fixed amount to the preferred
bundle’s current price. Given these constraints, during each
round an agent can: (1) continue biding on the most recently
bid-on bundle; (2) start bidding on a different bundle in the
demand set; (3) add a new bundle to the demand set and bid
on it; or (4) pass for the round.

After receiving a round’s bids, the auctioneer assigns
bundles to winning agents to produce a competitive allo-
cation that: (1) maximizes the sum of the bid prices—
the revenue—that the auctioneer receives; and (2) assigns
each item to at most one agent. If multiple allocations with
the same revenue exist, the auctioneer chooses one at ran-
dom.

Set notation is used to represent competitive allocations.
Positions in the set correspond to an ordered list of agents.
Bundles appearing at position i imply that agent i has
won the bundle. For example, assume four agents are bid-
ding on three items D = {A,B,C}. In the first round, each
agent bids on the bundle containing all three items (Ta-
ble 1 and Fig. 1a). The possible competitive allocations are
therefore {ABC,–,–,–}, {–,ABC–,–}, {–,–,ABC,–}, or
{–,–,–,ABC}. The auctioneer will choose the allocation
corresponding to the agent who offers the highest bid price.

The auction itself is represented as a subset of rounds
where one of the following inflection points occurs: (1) a new
bundle enters an agent’s demand set; (2) competitive alloca-
tions change; or (3) an agent withdraws as an active bid-
der.

Figure 1 shows the two timesteps in Table 1, displayed
using our visualization technique. Bundles of decreasing
size are represented as concentric rings, with all the bun-
dles of a given size occupying a common ring. Sharp-
ness represents bidders’ interests, color represents the bid
price for each bundle, saturation represents winning bids,
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Table 1 Two steps and the final prices for four agents {1,2,3,4} and three items {A,B,C} showing current bundle prices, agents’ active bundle
sets, demand sets Di , and probabilities of bidding on a bundle

Step 2, t = 1 Prices: 0 0 0 0 0 0 0

Di A B AB C AC BC ABC pass

{ABC, –, –, –}1 ABC 3
4

1
2

{–, ABC, –, –}2 ABC 3
4

1
2

{–, –, ABC, –}3 ABC 3
4

1
2

{–, –, –, ABC}4 ABC 3
4

1
2

· · ·
Step 10, t = 36 5

6 Prices: 8 7.25 16 8.25 16 16.25 24.25

Di A B AB C AC BC ABC pass

{A, BC, –, –}1 A, AB, AC 0 0 0 1

{A, –, BC, –}2 B, BC 1
4

1
4

1
2

{–, –, ABC, –}3 C, BC, ABC 1
4 0 1

4
1
2

{–, –, C, AB}4 ∅
{AB, –, C, –}4

Step 11, t = 39 5
6 Prices: 8 8 16 9 16 17 25

A B AB C AC BC ABC pass

and textured links connect items in a common bundle
set.

3 Combinatorial datasets

The set of all possible bundles in a combinatorial auction
forms a combinatorial dataset. For D of size n, a combina-
torial dataset C is the set of all Di , 0 ≤ i ≤ n, where Di is
the set of all combinations of elements from D of size i. If
the original D has n elements, the cardinality of the combi-
natorial dataset will be

∑n
k=0

(
n
k

)
. By the binomial theorem,

∑n
k=0

(
n
k

)
rk = (1 + r)n, so r = 1 gives

∑n
k=0

(
n
k

) = 2n. For
example, for D = {A,B,C,D} of size n = 4, the following
Di with a total of 24 = 16 combinations exist:

D0 = {∅}, |D0| =
(4

0

) = 1

D1 = {A,B,C,D}, |D1| =
(4

1

) = 4

D2 = {AB,AC,AD,BC,BD,CD}, |D2| =
(4

2

) = 6 (1)

D3 = {ABC,ABD,ACD,BCD}, |D3| =
(4

3

) = 4

D4 = {ABCD}, |D4| =
(4

4

) = 1

The following characteristics present challenges for visu-
alizing a combinatorial dataset.

1. The cardinality of C grows exponentially as n increases,
|C| = ∑n

k=0

(
n
k

) = 2n.

2. The growth of the cardinality produces complex superset–
subset relationships between consecutive Di .

3. The number of subsets |Di | = (
n
i

)
of size i is not con-

stant nor even monotonically increasing or decreasing.
For 0 ≤ i ≤ �n

2 �, |Di | is increasing, and for �n
2 � < i ≤ n,

|Di | is decreasing. This makes traditional hierarchical vi-
sualization techniques difficult to apply.

3.1 Previous work

Two types of diagrams are commonly used to represent
combinatorial datasets: Hasse diagrams [5] and Venn dia-
grams [13]. Figure 2a illustrates a Hasse diagram of D =
{A,B,C,D,E}. Subsets of the same size are drawn on the
same row, with Dn on top and D0 on the bottom. Every Di ,
0 ≤ i < n, emits edges to its supersets Di+1 to show a “be-
longs to” relationship between consecutive levels. One dis-
advantage of Hasse diagrams is that as n increases the num-
ber of edges becomes large, making it difficult to understand
superset–subset relationships.

Figure 2b shows the Venn diagram for the same D. No
edges are drawn; instead, the Venn diagram uses regions to
represent subsets and overlaps of regions to represent rela-
tionships between subsets. This is a more efficient use of
space then a Hasse diagram. Different colors are used to
help viewers maintain a visual separation of nodes in dif-
ferent levels. In this example, yellow, red, and purple rep-
resent subsets D1, D2, and D3 of sizes one, two, and three,
respectively. Unfortunately, region sizes in a Venn diagram
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Fig. 2 Combinatorial dataset visualization of the family of subsets of
{A,B,C,D,E}: (a) Hasse diagram; (b) Venn diagram; (c) our con-
centric ring layout

are nonuniform. The regions in the core and near the edges
are larger than the interior regions. Again, as n increases re-
gions will shrink in size, possibly to a point that makes them
impractical for certain applications.

4 Concentric ring visualization

We chose to maintain the concentric layout of the Venn dia-
gram to preserve the useful spatial relationships it provides.
The foundation of our visualization technique is a collection
of equal width concentric rings separated by a fixed distance
and divided into multiple arcs.

Figure 2c shows an example layout for the same D =
{A,B,C,D,E} containing n = 5 elements. The five rings in
the visualization correspond to combinatorial datasets D1–
all subsets of size one on the outermost ring–through D5–
all subsets of size five on the innermost ring. Each ring is
subdivided into arcs, one for each of the |Di | =

(
n
i

)
possible

combinations of elements. As noted in Eq. 1, for n = 5, the
number of arcs grows over the range 1 ≤ i ≤ 3, and shrinks
over the range 3 < i ≤ 5.

Subsets in each Di are distributed onto individual arcs.
The yellow tags on each arc in Fig. 2c name their corre-
sponding subsets (i.e., bundles). The center ring is always
a whole circle that maps to the subset Dn containing all of
D’s elements.

4.1 Rings and arcs

The visualization’s rings and the arcs within each ring serve
to group D’s subsets, that is, the bundles of items in an auc-
tion in a logical manner. The outermost ring contains subsets
of size one, the first interior ring contains subsets of size two,
and so on until the largest subset is reached. Therefore, the
number of rings equals the number of elements n in D.

4.2 Completely concise forms

We would like to arrange the rings so that arcs with common
elements overlap one another. This would allow a viewer, for
example, to locate bundle A on the outermost arc, then fol-
low a straight path toward the center of the rings, viewing all
the bundles that contain A as one of their items. This would
allow viewers to quickly determine how different items are
being allocated: either independently, or as part of some
other bundle.

Each of the n arcs in the outermost ring defines a pie-
shaped region, or sector, that connects the arc’s endpoints
to the center of the circle (Fig. 3). To obtain the overlap we
want, we must arrange the arcs so that the sector represent-
ing element ij intersects every inner arc whose superset con-
tains ij . We call a layout that achieves this for every ij ∈ D

a completely concise form.
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Fig. 3 Ring and arc layouts:
(a) a completely concise form
for subsets of D = {A,B,C};
(b) an incomplete form for
subsets of D = {A,B,C,D}

Figure 3a shows a completely concise form for D =
{A,B,C}. The red, green, and yellow areas indicate the sec-
tors for {A}, {B}, and {C}, respectively. {A,B} maps to an
arc that overlaps with the sectors from {A} and {B}. Simi-
larly, {B,C} maps to an arc that overlaps the sectors from
{B} and {C}, and {A,C} maps to an arc that overlaps with
the sectors from {A} and {C}. {A,B,C} maps to the core
circle which overlaps all three sectors.

Unfortunately, a completely concise form does not ex-
ist for datasets with n > 3 elements. To see this, consider
the outer ring’s layout for a dataset D = {i1, . . . , in}, n > 3.
Each arc has exactly two neighbors. i1, for example, has
neighbors in and i2. By definition, the first interior ring has
more arcs than the outer ring, so its arcs are shorter than
arcs on the outer ring. This implies that any arc in an inte-
rior ring can overlap at most two neighboring sectors on the
outer ring. Any subset involving i1 and a non-neighboring
element (e.g., {i1, i3}) therefore cannot be mapped to an arc
on the interior ring that overlaps both {i1}’s and {i3}’s sec-
tors. Thus no completely concise form exists.

Figure 3b shows the layout for D = {A,B,C,D}. In the
first inner ring, subsets {A,B} and {C,D} are mapped to
arcs in completely concise locations, but {A,C}, {A,D} and
{B,C}, and {B,D} are not. Since completely concise forms
do not exist for n > 3, our technique approximates a con-
cise layout as closely as possible by introducing arc penalty
scores.

4.3 Penalties

We generate the required arcs in each ring using a penalty
score that measures how close to completely concise a can-
didate mapping is. Consider a subset of items {ij , . . . , ik},
j < k assigned to an arc on an interior ring. To calculate
the subset’s penalty in its current position, we first extract
its elements ij , ij+1, and so on. For each ij , we count how
many arcs it would need to hop to arrive at an arc that in-
tersects ij ’s sector. We chose the direction to hop-clockwise
or counterclockwise—that produces the smallest penalty. A
subset’s penalty is the sum of all its elements’ penalties.

The sum of all subset penalties represents the ring’s over-
all penalty. Thus, a ring with a lower penalty is closer to a
completely concise form.

For example, consider subset {A,C} in Fig. 3b. The arc
holding {A,C} intersects A’s sector, so A ∈ {A,C} receives
a penalty score of zero. This arc does not intersect element
C’s sector, however. Element C would need to hop three arcs
clockwise or two arcs counterclockwise to intersect C’s sec-
tor. The penalty for C ∈ {A,C} is therefore the smaller hop
value, two. The overall penalty for the arc holding {A,C} is
0+2 = 2. This same procedure can be applied to all the arcs
in the ring. Summing the arc penalties generates an overall
penalty for the entire ring.

4.4 Reducing penalties

Although we have shown it is not possible to achieve an
interior ring penalty of zero for datasets of size n > 3, we
would like to minimize the penalty for each ring. Intuitively,
there are two ways to do this.

First, we can try to increase the number of sectors each
interior arc intersects. For example, in Fig. 3b, the arc hold-
ing {A,D} intersects D’s sector, but not A’s. If we rotated
the ring clockwise by a just a few degrees, however, the
arc would intersect both A’s and D’s sectors, reducing its
penalty from one to zero. This rotation would also reduce
arc {B,C}’s penalty in the same way. Moreover, none of
the other arcs will have changed the sectors they overlap,
so none of their penalties will change. In particular, no arc
penalty increases. Therefore, increasing the number of sec-
tors the arcs intersect reduces the ring’s overall penalty by
two.

Second, we can try to modify the mapping of subsets to
arcs in a way that reduces the distance to the subsets’ sec-
tors and, therefore, reduces the ring’s penalty. The first inner
ring in Fig. 3b applies this logic. Each subset is assigned to
an arc that is “close” to its elements’ sectors. There is no
pairwise swapping of two arcs that will decrease the sum of
the penalties for the arcs.
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Fig. 4 Maximizing overlap and assigning subsets to arcs: (a) unwound
versions of the outermost and first interior rings in Fig. 3b; (b) a 16◦
clockwise rotation to maximize arc to sector overlap; (c) assignment of
subsets of size two to arcs that minimizes arc and overall ring penalties

4.4.1 Maximizing overlap

We apply an iterative approach to rotate each interior ring
to a position that maximizes the overlaps between its arcs
and the sectors of the outermost ring. Consider the outer-
most and first interior rings of Fig. 3b. We begin by un-
winding the rings to form straight line segments. Aligning
the segments horizontally provides an easy way to count the
number of intersections. Figure 4a shows the interior ring
on the upper line segment, and the outermost ring on the
lower line segment. The angular distance between neighbor-
ing segments defines how the arcs are separated. For the
interior ring, by symmetry a 60◦ rotation in either direc-
tion places the arcs back in their original configuration. This
means we only need to consider rotating the inner ring in
the range 0◦ . . .60◦ when searching for a configuration that
maximizes the number of overlaps.

We do not need to test every possible rotation within this
range. Instead, we only consider rotations by angles that pro-
duce one of the following critical events:

1. An inner arc moves out of a sector.
2. An inner arc moves into a new sector.

In Fig. 4a, the angles above the inner arcs represent the
critical angles for a right shift (a clockwise rotation). A 1◦
right shift will move the third and sixth arcs into a new sec-
tor, increasing their overlap from one to two. A 31◦ shift
will move arcs one and four into a new sector, increasing
their overlap from one to two, but it will also move arcs two
and five out of a sector, decreasing their overlap from two to
one.

The first two critical events occur at 1◦ and 31◦, so shift-
ing by 1◦ or more, but less than 31◦, will invoke the first set
of critical events—increasing the overlap of the third and
sixth arcs from one to two. Although we could chose any
shift angle 1 ≤ θ1 < 31, we want to make the overlaps be-
tween arcs and segments as obvious as possible. We choose
the median between the two critical events, θ1 = 1+ 31−1

2 =
16◦.

Figure 4b shows the new arc positions after a 16◦ shift.
The number of intersections has increased from 1 + 2 + 1 +
1 + 2 + 1 = 8 (Fig. 4a) to 1 + 2 + 2 + 1 + 2 + 2 = 10.
After the rotation, the critical angles may change. In our ex-
ample, they now occur at 15◦ and 45◦. We apply another
θ2 = 15 + 45−15

2 = 30◦ rotation to invoke the next set of
critical events. We continue this process until the total shift
Θ = ∑n

i=1 θi exceeds the amount needed to reach a sym-
metric realignment, that is, Θ ≥ 60 in our example. We then
select the shift θi that produced the largest overlap, and ro-
tate the ring by that amount.

4.4.2 Assigning subsets to arcs

Once arc positions are chosen to maximize overlap, we must
decide which subset to map to each arc. For w subsets
mapped to w arcs in a ring there are w! possible mappings.
It is not feasible to compute the penalties for all the possi-
bilities, especially for larger w. We instead assign subsets in
two stages.

We begin by mapping subsets to arcs that overlap two
sectors. Our goal is to try to produce penalties of zero.
If no such mappings exist, subsets are assigned to arcs to
make the penalties as small as possible. For example, for
D = {A,B,C,D,E} with n = 5 elements, on the ring hold-
ing subsets of size three, candidates {A,B,C} and {A,B,E}
are most suitable for an arc intersecting sectors A and B ,
since the penalty for either assignment is one: hop one sec-
tor clockwise to match C ∈ {A,B,C} to its sector, or hop
one sector counterclockwise to match E ∈ {A,B,E} to its
sector.

After two-sector arcs are filled, we map the remaining
subsets to arcs that intersect a single sector. We choose a
candidate at random from the remaining subsets, then assign
it to the arc that minimizes the penalty value. Following this
stage, every subset is assigned to an arc, and every arc holds
exactly one subset.

As an example, consider the outermost and first inner
rings in the concentric visualization in Fig. 3b. The config-
uration in Fig. 4b maximizes the number of overlaps. We
first assign {A,B}, {B,C}, {C,D}, and {A,D} to the arcs
intersecting A and B , B and C, C and D, and D and A,
respectively. The remaining subsets {A,C} and {B,D} are
assigned to arcs that minimize the penalty value to two. The
ring penalty for this arrangement is therefore 2 + 0 + 0 +
2 + 0 + 0 = 4 (Fig. 4c).
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Table 2 Four bidders and three items {A,B,C} from our IPC auction,
with integers showing the maximum each bidder is willing to pay for
different bundles of items

A B AB C AC BC ABC

Bidder 1 10 3 18 2 18 10 20

Bidder 2 4 9 15 3 12 18 20

Bidder 3 1 3 11 9 16 17 25

Bidder 4 7 7 16 7 16 16 20

5 Visualization design

The first practical testbed for our visualization system is a
proxy agent combinatorial auction generated in Dr. Peter
Wurman’s E-commerce Laboratory [16]. They provided a
dataset where four buyers bid on combinations of three ob-
jects, D = {A,B,C}. Each buyer has exactly one agent bid-
ding in the auction. Before the auction begins, buyers pro-
vide the agents with the highest value they are willing to pay
for each possible bundle. Table 2 shows the values used in
this testbed.

Table 1 shows two inflection points from the original tab-
ular representation for the combinatorial auction results. Re-
call that inflection points are times when a critical event oc-
curs: a new bundle enters an agent’s demand set, compet-
itive allocations change, or an agent withdraws as an ac-
tive bidder. The table includes bundle prices at the desig-
nated time, all potentially competitive allocations, an aster-
isk, each agent’s potential demand set, and each agent’s al-
location of attention.

These same attribute values form the source of our in-
put data. Similar to Table 1, we focused on four attributes:
the times of inflection points, bundle prices, competitive al-
locations, and each agent’s allocation of attention. We use
results from visual perception to combine color, texture, and
motion to visualize each attribute, and to animate changes
within the auction over time.

5.1 Bundle prices

Two visual features, color, and blur, are used to visualize
bundle prices. The minimum and maximum prices for each
bundle are known before the auction begins, allowing us to
normalize a bundle’s price onto the range [0,1]. Recall that
bundles prices can only increase as the auction runs.

We use knowledge of color perception to build a per-
ceptually balanced color scale [7, 14] (Fig. 1). A balanced
color scale ensures that, for two colors located anywhere
along the scale, if the colors are a constant distance apart,
they will produce a constant perceived color difference. Our
color scale is built in the CIE LUV color model [2], looping
once around the luminance pole as it passes through dark
blues and greens at one end to bright oranges and reds at the

other. Embedding a monotonically increasing, perceptually
balanced luminance within the scale allows it to properly
highlight high spatial frequency differences in the data.

Blur is applied to bundles that do not receive new bids, to
orient a viewer’s focus of attention to bundles receiving new
bids. Blur was originally suggested by Kosara et al., who
created a semantic depth of field by blurring less relevant
data to make more important information stand out [9]. This
is similar to using depth-of-field in photography to focus on
a target subject and imply other details through an out-of-
focus background.

5.2 Allocation of attention

Rectangular subregions are embedded within each arc in the
visualization to represent proxy agents. We assign color and
transparency to each proxy’s embedded region to represent
how much “attention” he has allocated to the corresponding
bundle:

– white to show that the agent is a candidate to win this
bundle,

– grey to show that the agent is interested in this bundle, and
he is increasing his bid,

– dark green to show that the agent is interested in this bun-
dle, but he is not increasing his bid, and

– transparent to show that the agent is not interest and will
not bid on this bundle.

We initially tried to visualize each agent’s allocation of
attention as a numeric value. To measure this, an agent’s at-
tention for a bundle is divided by the total attention from
all agents for the bundle. The result represents the strength
of an agent’s attention relative to the other agents who are
also interested in securing the bundle. We mapped alloca-
tion strength to the same color scale used for bundle prices,
then assigned the color to the agent’s subregion. The colors
changed over time to reflect an agent’s increase or decrease
in attention for a particular bundle.

Unfortunately, this produced a visually complex scene
with many colored regions of various sizes competing for
a viewer’s attention. In hindsight, this is not surprising,
since psychophysical experiments conducted in our labora-
tory showed that a viewer is limited to distinguishing be-
tween seven or fewer isoluminant colors [6]. Because of this,
we switched to a simpler representation where allocation of
attention is categorized into one of four states: winning, in-
terested and bidding, interested but not bidding, and not in-
terested. For subregions that are either winning or interested
and bidding, we display a proxy agent ID to clarify who the
subregion represents.

5.3 Competitive allocations

Our visualization identifies all competitive allocations that
could be chosen by the auctioneer at a given inflection point.
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Fig. 5 Snapshots of the ten inflection points in our testbed auction: bundle price → arc color, active bundles → sharpness, attention → subregion
color, competitive allocation → textured lines

As noted above, winning agents are visualized as white sub-
regions within an arc (bundle). Collections of these winning
bundles form competitive allocations.

To avoid interference, Ware recommends assigning new
data to the least used graphical dimension in a visualiza-
tion [15]. Color represents bundle prices and allocation of
attention, so we apply textures to distinguish the assignment
of winning bundles to competitive allocations. The bun-
dles that make up a particular allocation are connected with
textured curved lines. Different competitive allocations use
different texture patterns that are perceptually distinguish-
able [7].

New inflection points can have new competitive allo-
cations, which means the specific winning bundles will
change. Our visualization shows the competitive allocations
at the current inflection point. As new inflection points are
visualized, the competitive allocations are updated simulta-
neously by translating the endpoints of the curved lines to
reflect new combinations of winning bundles.

5.4 Inflection points

Our visualizations are not static. We animate them to show
the progression of time during an auction. Color, blur, trans-
parency, and textured lines vary between timesteps to high-

light changes in the auction’s state. This is especially useful
for showing changes at inflection points. Properties of mo-
tion like flicker rate, direction, and velocity have been shown
to be perceptually salient, and have been recommended as
ways to draw a viewer’s focus of attention to important ar-
eas of change in an image [1, 8].

Before the animation begins, we retrieve information
about the first two inflection points. These are assigned to
a current state and a next state, respectively. The differ-
ence in a bundle’s price between inflection points is used
to smoothly vary its arc’s color and blur. The colors of al-
location of attention subregions and endpoints of competi-
tive allocation lines are reset as each new inflection point is
reached.

A local timer tracks the auction’s progression. When the
timer exceeds the timestamp of the next state, attribute val-
ues are updated, and the current and next states are updated
based on the next inflection point. This process continues
until the auction ends.

Figure 5 visualizes all ten timesteps in our testbed auc-
tion. From our visualizations, we can observe a general bid-
ding strategy. In Fig. 5a, there are no bids on any bundles
other than the entire collection of items {A,B,C} at the
core, innermost ring. Beginning in Fig. 5b, some agents at-
tempt to bid on other bundles of size two. In Fig. 5e, the first
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Fig. 6 FCC auction visualizations: (a) SMR auction; (b) TPB auction; (c) MPB auction

bid on a bundle with a single item B appears. A simple inter-
pretation of these images shows that initially all of the agents
try to win the bundle containing all available items. As this
bundle’s price increases, agents distribute their bids to other
bundles with fewer items to try to avoid the highly com-
petitive single bundle. This process continues until the last
inflection point in the auction (Fig. 5j), where four competi-
tive allocations {A,BC,–,–}, {A,–,BC,–}, {AB,–,C,–},
and {–,–,C,AB} exist. Following the final bid step, allo-
cations {A,BC,–,–} and {A,B,C,–} remain competitive
(Table 1). The auctioneer will randomly choose one of these
distributions as the winning allocation.

Anecdotal feedback from our domain experts has been
positive. They feel the visualizations do a much better job
than the data tables at showing the overall state and progres-
sion of an auction, particularly given the ability to “scrub”
back and forth in time to see how properties of the auction
are changing. Although the data tables are still needed to
determine exact attribute values, the visualizations are used
first to obtain an overview of the auction, and to identify
inflection points where a more detailed analysis could be
useful.

5.5 FCC auctions

To further explore the usability and scalability of our tech-
nique, we visualized three different auction strategies be-
ing studied by the Federal Communications Commission
(FCC). The FCC is investigating the use of combinatorial
auctions to allocate wireless spectrum licenses to interested
parties like cell phone and Internet service providers. The
FCC has already completed one auction of this type, but it
was extremely limited in its scope. There were only two bid-
ders bidding on six items. Moreover, only one of the bidders
actually participated in the auction, winning five of the six
items in the second round. The auction terminated at this
point, since there were no other bidders to offer higher prices
on any of the bundles.

As an alternative, we instead visualized data from one of
the FCC’s auction design experiments [4]. Here, 18 spec-
trum licenses {A,B,C, . . . ,Q,R} were auctioned to seven
individuals who acted as bidders. Each individual is an ex-
pert in the wireless spectrum domain, and all the individu-
als had previous experience with the auction system. The
main goal of the experiment was to compare the perfor-
mance properties of three types of auctions: a simultaneous
multiround (SMR) auction, a tiered package bidding (TPB)
auction, and a modified flexible package bidding (MPB)
auction. In an SMR auction all licenses are put up for bid
simultaneously, and bidders can submit bids on individual
licenses only, that is, there are no bundles with more than
one item in an SMR auction. In a TPB auction, bidders
can submit bids either on individual licenses, or on a set of
predefined, non-overlapping bundles specified by the auc-
tioneer. Finally, an MPB auction runs similar to the first
testbed: bidders may bid on bundles of licenses of their
choosing.

Figures 6a–c visualize the final round of the SMR, TPB,
and MPB auctions, respectively. We visualize the final round
only because the datasets provided by the FCC do not con-
tain intermediate round information like bid prices or provi-
sional winners. To handle the potentially exponential num-
ber of bundles in the TPB and MPB auctions, we only vi-
sualize bundles that received one or more bids during the
auction (note that we can see which bundles were bid on
during intermediate rounds). This reduces significantly the
size and number of rings. The absence of an arc can also
provide interesting insights into an auction. For example, in
Fig. 6c, the outermost ring contains ten arcs, showing that
only 10 of the 18 individual licenses received bids.

To address the goal of comparing the different auc-
tion types, we need to visualize how licenses are sold
across different auctions. An overall maximum and min-
imum bid price for each bundle is calculated across the
three auctions. Bundle arcs are then colored based on this
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global value range. This allows a viewer to compare a
bundle’s price in each of the three auctions by compar-
ing the color of the bundle’s arc in the different visual-
izations. For example, in the TPB and MPB auctions the
central bundle {ABCDEFGHIJKL} is red, suggesting
it sold for a higher price than the sum of the individual
items {A,B,D,E,F,G,H, I, J,K,L} in the SMR auc-
tion, where each arc is purple or blue. Examination of the
actual bundle prices confirms this finding.

Other useful details are also present in the visualizations.
We found that all the licenses were sold in the TPB auction,
while in the MPB auction R was unsold, and in the SMR
auction C and Q were unsold. More bidders won wireless
spectrum licenses in the TPB auction versus the MPB auc-
tion. Finally, only two types of bundles were sold in the TPB
and MPB auctions: bundles within individual items, and the
bundle containing {ABCDEFGHIJKL}. This occurred
even though MPB allows bidders to construct their own bun-
dles for bids, versus the predefined bundles in the TPB auc-
tion.

Another finding of the FCC, that the TPB auction pro-
duced higher overall auction revenues, can be inferred by
observing that bundle prices were similar in both the TPB
and MPB auctions, but that more licenses were sold in the
TPB auction (18) versus the MPB auction (17). Again, this
inference needs to be verified by computing the actual rev-
enues generated in each auction. This demonstrates our ex-
pectation, stated in the Introduction, that the visualizations
can be used to quickly explore an auction to identify inter-
esting activity, but that these “interesting” events would then
be examined in more detail by studying related values in the
data tables.

6 Conclusions

This article describes a new method for visualizing combi-
natorial auctions. Combinatorial auctions use combinatorial
datasets as their underlying data structure. Hasse diagrams
and Venn diagrams are the conventional methods used to
represent these exponentially growing datasets. Neither of
them is designed for combinatorial auctions, however, and
both have additional limitations. In a Hasse diagram, edges
representing the subsets’ relationships usually cross each
other, producing a complex graph with many crowded lines.
In a Venn diagram, screen space is assigned in an unbal-
anced manner. Furthermore, these nonuniform regions can
shrink to sizes that are impractical as the number of elements
n grows.

We present a concentric ring visualization to address
these issues. Our layout is designed to provide a stable, in-
tuitive structure. We use multiple rings to represent different
bundle sizes, and multiple arcs within a ring to represent

all possible bundles of a given size. A well-organized vi-
sual representation will have bundles with common items
intersecting the items’ outermost arc sectors. Although this
arrangement is impossible for D of size n > 3, our layout
minimizes the number and the size of the mismatches we
generate. Rather than trying all possible combinations of
subsets to arcs to locate an optimal assignment, we explore
a small portion of the search space to identify high-quality
representations.

Color, blur, transparency, texture, and motion are used to
represent data attributes within a combinatorial auction. The
data is divided across inflection points that identify times
when important auction properties change. We visualize
four data attributes: bundle prices, each agent’s allocation
of attention, competitive allocations, and inflection point lo-
cations. Inflection points trigger our visualization to retrieve
information about future auction states, and to update the
display of the current state shown to the viewer. Bundle
prices and price changes are represented by perceptually bal-
anced colors and blur, respectively. Agents’ allocations of
attention are reduced to one of four static states displayed as
subregions with different colors and transparencies. Finally,
potential winners in a competitive allocation are connected
using textured curve lines. Sets of winning bundles for dif-
ferent competitive allocations are distinguished by curves
with different textures.

Our technique is currently limited to the four data at-
tributes we are visualizing. Including additional information
may produce a more comprehensive analysis tool, but only
if the new data can be included in ways that does not reduce
the effectiveness or the perceptual salience of the current
representation.
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